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PREFACE 

This book is intended to provide a fairly comprehensive coverage of 
modern macroeconomics. While considerable attention is given to individual 
macroeconomic relationships, the combination of these relationships to 
form a coherent explanation of the overall behavior of the economy is em¬ 
phasized. Heavy use is made in many parts of the book of linear models, 
both static and dynamic. As the reader will see, the taste of the author runs 
heavily toward the use of algebra as an explanatory device. Many of the 
static models that are presented could have been formulated in more general 
terms, and the differential calculus could have been used to analyze them. In 
fact, however, very little would have been added by this approach, and the 
material would have been rendered very difficult for students whose knowl¬ 
edge of the calculus is shaky or nonexistent. The algebraic approach that is 
used is in some places quite elaborate, but any student with sufficient motiva¬ 
tion and patience should be able to master it. The only place where the 
calculus is (almost unavoidably) used is in a few footnotes in Chapter 19, 
which deals with neoclassical growth theory. Even here, the student should 
be able to master the material without an extensive knowledge of mathe¬ 
matics. 

The book is unabashedly Keynesian—or, more accurately, neo-Keynesian 
—in spirit. In Part II, which deals with aggregate demand and income 

- determination and constitutes the heart of the book, a considerable amount 
of emphasis is placed on the way in which monetary forces interact with 
nonmonetary influences in determining the course of the economy. Chapter 
14, which develops the working of the monetary sector in more detail than 
is customary in books of this kind, is an important element in rounding out 
the analysis. 

Many persons have contributed to the development of this volume, either 
by assisting in the preparation of portions of the text, by reading all or 
portions of the manuscript and providing critical comments, or by using 
portions as text material in their classes and obtaining student reactions. 
Those who have been especially helpful in one or more of these ways in¬ 
clude W. H. Locke Anderson, Robert S. Holbrook, Jay H. Levin, Har¬ 
old M. Levinson, Johan A. Lybeck, William E. McFarland, Gail Pierson, 
Robert H. Rasche, and Ronald L. Teigen. I am also indebted to the secre¬ 
tarial staff of the Department of Economics, University of Michigan, for 
help in the preparation of the manuscript. 

June, 1970 Warren L. Smith 
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Chapter 

1 

INTRODUCTION 

In this book, we shall he interested in the forces that affect 

the overall performance of the economy. That is, we shall study the determi¬ 

nants of such economywide measures of economic performance as the level 

and rate of growth of national income and product, the level of employment 

and unemployment, the general price level, and the nation’s balance of 

international trade and payments. 

The average citizen is often critically affected by the economy’s perform¬ 

ance. Perhaps the most dramatic illustration of this fact is the Great Depres¬ 

sion of the 1930’s, when for an entire decade the unemployment rate 

averaged nearly 20 percent—that is, one out of every five persons able and 

willing to work was unable to find employment—and the national output of 

goods and services was consistently far below the economy’s productive 

potential. Severe economic distress was widespread, and many people be¬ 

came deeply disillusioned with our economic and political institutions. Since 

World War II the economy has performed much more effectively, and there 

has been no repetition of the experience of the 1930’s. There have, however, 

been four brief recessions during the postwar era—in 1948-49, 1953-54, 

1957-58, and 1960-61—and a prolonged period lasting from 1958 to 

1963 during which the unemployment rate was persistently in excess of 5 

percent. 

The well-being of many people may also be significantly affected by a 

persistent rise in the price level. The United States has experienced several 

inflationary episodes since World War II. There was a sharp rise in prices 

when wage and price controls were removed at the end of the war. A second 

sharp inflationary outburst in 1950-51 was triggered by the outbreak of the 

Korean War in June 1950. There was also a period of more moderate but 

nevertheless worrisome inflation between 1955 and 1958. And recently we 

have again encountered a serious problem of persistent inflation. Starting 

from an unemployment rate of nearly 7 percent in early 1961, the economy 

began a prolonged period of expansion, which at the time this is being 

written (mid-1969) has continued without interruption for eight and a half 

years. For the first four and a half years or so—up to mid-1965—the 

1 



2 • Macroeconomics 

expansion was smooth and orderly; the unemployment rate declined slowly 

but rather steadily, and prices remained quite stable. Beginning in late 1965, 

however, a rapid increase in military spending associated with the escalation 

of the conflict in Vietnam disrupted the orderly pattern of the expansion. 

Since that time unemployment has fallen to unusually low levels—less than 

3.5 percent—but increasingly severe inflationary tendencies have developed. 

The burdens imposed by inflation are much less obvious and more subtle 

than those caused by unemployment. Undoubtedly the burden is partly 

illusory: the housewife who sees the prices of things she buys rising from 

week to week believes that inflation is robbing her family of a portion of the 

real income earned by her husband; what she often fails to realize is that 

commonly the same forces that raise the prices she has to pay also raise her 

husband’s money wages. Inflation does, however, impose real burdens on 

some people—those whose money inconies do not adjust in pace with rising 

prices and those who hold their wealth in forms whose money value re¬ 

mains constant. Moreover, inflation many cause distortions in the economy 

which reduce economic efficiency. And, finally, continuing inflation may 

make it difficult for a nation’s goods to compete effectively in foreign 

markets, thereby leading to balance-of-payments difficulties. 

Nearly everyone agrees that it would be highly desirable to have both 

low unemployment and a stable price level at the same time; however, the 

experience of recent years—not only in the United States but in many other 

countries as well—indicates that this combination is very difficult to achieve, 

because the same forces that reduce unemployment also tend to cause 

inflation. 

Economic growth also has important implications for the average citizen. 

The living standard of the people of a country is best measured by income 

per head of the population. Clearly, the living standard measured in this way 

rises over time to the extent that the rate of growth of aggregate real income 

exceeds the rate of growth of the population. Over the long run the United 

States has experienced vigorous growth and a living standard that has risen 

until it is the highest in the world. There have, however, been periods when 

U.S. economic growth was sufficiently sluggish to be a source of serious 

public concern. This was especially the case in the 1930’s when growth was 

negligible for an entire decade. But there was also a period of sluggish 

growth in the late 195 0’s—a period when the U.S. growth performance 

compared unfavorably with that of the Soviet Union, Japan, and several of 

the countries of Western Europe. During the 1960’s U.S. growth has 

generally been vigorous once again, but interest in economic growth and its 

causes continues. 

A final aspect of a nation’s economy which is closely tied in with its 

overall economic performance is its balance-of-payments position. The 

forces that play on the balance of payments are very complex, but one 

relationship is fairly clear: when the economy is expanding vigorously and 
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incomes are rising, imports of goods and services expand; if prices are also 

rising, the expansion of exports may be inhibited as the nation’s competitive 

position in world markets deteriorates. Thus, by stimulating imports and 

inhibiting exports, vigorous economic expansion may push the balance of 

payments toward a deficit. Under our present international monetary system, 

a country which experiences a persistent deficit in its balance of payments 

will experience difficult problems as its reserves of gold and foreign ex¬ 

change decline. Accordingly, there may be times—as has been the case for 

the United States during much of the 1960’s—when a nation encounters 

difficulties in maintaining a healthy domestic economy and a viable bal- 

ance-of-payments position at the same time. ■ 
It is to these important issues—employment and unemployment, the 

behavior of the price level, the rate of growth of income, the nation’s 

balance of payments position, and how these aspects of a nation’s overall 

economic performance are related to one another—that the analysis pre¬ 

sented in this book is directed. 

THE NATURE AND DEVELOPMENT OF MACROECONOMICS 

The subject matter of this book—the study of the overall performance of 

the economy—is usually called "macroeconomics.” This is to be contrasted 

with "microeconomics,” which deals with the behavior of individual deci¬ 

sion-making units such as households, business firms, and governmental 

units.1 

Relation between Macroeconomics and Mircoeconomics 

Since the actual decisions about production, consumption, employment, 

pricing, etc., are made by the microunits of the economy, the basic principles 

of economic theory are those which explain the behavior of these units. This 

being the case, it might appear that the best approach to the explanation of 

the behavior of the economy as a whole would be to explain the behavior of 

each decision-making unit and then combine these explanations into a 

theory of the entire economy. An approach along these lines, called “general 

equilibrium theory,” has been developed at quite an abstract level. The study 

of general equilibrium theory is useful in developing an understanding of 

1The distinction between macroeconomics and microeconomics is not as sharp as this 
statement suggests. Economists often study problems that extend beyond the individual 
decision-making unit but do not take in the entire economy. Examples of this kind would 
include a study of the coal industry, a study of the urban ghetto of a large city, or a 
study of the agricultural sector of the economy. Work of this kind is usually classified 
under the rubric of microeconomics. However, an analysis of a major geographic region— 
which might include only part of a country or, alternatively, more than one country— 
might employ many of the techniques of macroeconomics such as those developed in this 
book. 
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the relations between component parts of the economy and of the way in 

which the individual decision-making units fit together to form a coherent 

whole. 

However, the general equilibrium approach is far too detailed and com¬ 

plex to be of practical use in explaining the behavior of the economy as a 

whole. A more practical approach, which is followed to a considerable 

extent in this book, is to divide the economy into sectors, such as the 

household sector, the business sector, and the government sector; develop 

explanations of the relevant behavior of these sectors; and combine these 

explanations to arrive at the behavior of the economy as a whole. The 

microeconomic theory that has been developed to explain the behavior of 

individual decision-making units cannot generally be applied directly to 

sectors—for example, the theory of the individual household cannot be 

directly applied to the household sector. The reason for this is that there is 

often an "aggregation problem”—the result of each unit in a sector behav¬ 

ing individually in accordance with a certain theory will not be the same as 

the result that would be obtained if the entire sector acting as a unified 

whole behaved in accordance with the theory. (A very simple analogy: the 

sum of the square roots of a series of numbers is not equal to the square root 

of the sum.) Nevertheless, microeconomic theory can often be a fruitful 

source of hypotheses that can be used with suitable modifications to explain 

sectoral behavior. Indeed, the student will encounter a number of illustra¬ 

tions of this procedure in this book. 

The Development of Macroeconomics 

Prior to 1930, most economists believed that a free enterprise economy 

contained powerful built-in tendencies toward full employment. It was 

recognized that departures might occasionally occur, but the generally ac¬ 

cepted view was that these departures would seldom be great and that when 

they did occur, automatic forces could be depended upon to return the 

system rapidly to full employment. Thus, the attitude toward the problem of 

unemployment was a combination of complacency and fatalism: compla¬ 

cency, because it was regarded as unlikely that unemployment would be a 

serious problem; fatalism, because when unemployment did occur the preva¬ 

lent view was that there was little to be done about it other than to let 

natural forces work without interference. Monetary policy conducted by the 

central bank was viewed as the only legitimate form of macroeconomic 

policy. Even here some economists thought—quite erroneously—that if 

proper rules were established governing the lending behavior of the banks 

"money would manage itself” without discretionary action by the central 

bank or the government. But as the 1920’s progressed, more and more 

economists became convinced of the desirability of deliberate monetary 
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management by the central bank. However, it was generally felt that the 

appropriate objectives of central bank policy were the maintenance of a 

stable price level or the achievement of balance-of-payments equilibrium. 

These traditional and complacent views were completely shattered by the 

Great Depression of the 1930’s. Massive unemployment made its appear¬ 

ance—not only in the United States but in most other countries as well. 

Moreover, years went by without either the automatic forces stressed by 

economists or the rather fumbling policy actions by governments achieving 

much success in reducing unemployment. 

Clearly a reformulation of macroeconomic theory was badly needed. Such 

a reformulation was provided by John Maynard Keynes in The General 

Theory of Employment, Interest, and Money published in 1936. The student 

should understand that Keynes was a strong supporter of capitalism. Indeed, 

in his view the single major defect of capitalism in modern industrialized 

society was that—contrary to the view of most economists of his time—the 

system did not contain an effective built-in mechanism for keeping it close to 

full employment or returning it promptly to full employment if a departure 

should occur. In the absence of such a mechanism, Keynes contended that it 

was necessary for the government to take responsibility through its eco¬ 

nomic policies for the maintenance of full employment. Apart from this 

important amendment, Keynes accepted the established precepts of neoclass¬ 

ical economics. 

Another revolutionary aspect of Keynes’ General Theory was the demon¬ 

stration it contained that the government could affect the overall level of 

economic activity through adjustments in its fiscal position—that is, by 

changing the level of its own expenditures or by changing its tax laws to 

alter its revenue collections. Before Keynes, some pamphleteers and amateur 

economists had suggested direct government spending as a cure for unem¬ 

ployment, but such ideas were generally looked upon with disdain by 

professional economists. To the extent that economists had come to recog¬ 

nize the need for the government to take action to combat unemployment 

prior to the General Theory, they generally felt that central bank monetary 

policy was the only instrument that could be used for this purpose. Keynes, 

on the other hand, took the position that under the conditions of severe 

unemployment that existed at the time his book was written, monetary 

policy was likely to be almost totally ineffective, leaving fiscal policy as the 

only effective instrument for fighting unemployment. 

Keynes’ General Theory was certainly not the last word in macroeconom¬ 

ics. The book was to a considerable extent a tract of the times, designed to 

explain the chronic unemployment of the 1930’s and to provide the basis for 

formulating effective policies to combat that unemployment. Consequently, 

some alterations and additions were needed to adapt it to the analysis of a 

normally prosperous and secularly growing economy. Nevertheless, Keynes’ 
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work provided a solid foundation for the development of modern macro¬ 

economics. Accordingly, the analysis contained in this book is decidedly 

Keynesian in spirit—or perhaps it might be better to call it "neo-Keyne¬ 

sian,” since an attempt is made to incorporate many of the advances that 

have been made since the General Theory was written. 

Views regarding the role of government in relation to the economy have 

changed greatly since the early 1930’s, partly as a result of the work of 

Keynes and his successors. It is now generally agreed—both here and abroad 

—that the fiscal and monetary policies followed by the government can 

have important effects on the economy and that the government has a 

responsibility to follow policies designed to achieve a high standard of 

overall economic performance. In the United States this responsibility was 

specifically written into law in the Employment Act of 1946, which, reads in 

part: ' 

The Congress hereby declares that it is the continuing responsibility of the 
Federal Government to use all practicable means ... for the purpose of creating 
and maintaining . . . conditions under which there will be afforded useful em¬ 
ployment opportunities ... for those able, willing, and seeking to work, and to 

promote maximum employment, production, and purchasing power. 

Despite a general acceptance of the view that the government has a 

responsibility for the performance of the economy, there is still considerable 

controversy about various aspects of macroeconomics. In part, this contro¬ 

versy involves value judgments rather than issues that are amenable to 

economic analysis. Sometimes two or more objectives, each of which is 

desirable, may come into conflict. For example, measures that reduce unem¬ 

ployment may generate inflationary pressures. In such circumstances, a 

question arises: Which is better for the nation, reducing unemployment or 

keeping the price level stable? The economist may be able to say something 

useful about the consequences of stressing one of the conflicting objectives as 

compared with the other. But even if there is agreement on the consequences, 

there can still be legitimate differences of opinion based on social and 

political philosophy—differences which cannot be ultimately resolved by 

economic reasoning alone. 

Economists also disagree about issues of economic analysis. While great 

progress has been made toward improved understanding of macroeconomics 

in recent years as a result of extensive theoretical work and empirical 

investigation, substantial uncertainties and gaps in our knowledge remain. 

For example, while most economists would agree that both fiscal and 

monetary policy can have significant effects on economic activity, there is a 

substantial difference of opinion among competent investigators regarding 

their relative importance. The sources of some of the disagreements of this 

kind will come out in the course of this book. 



[Ch.1] Introduction • 7 

THE USES OF ECONOMIC MODELS 

Since much of the analysis presented in this book—and indeed nearly all 

theorizing and analysis in economics—involves the use of so-called "models” 

of economic behavior, some preliminary discussion of model building will 

be useful. 

* 

I 

The Model-Building Approach 

Models are merely simplifications or idealizations of reality. The reason 

for their extensive use in economics is simply that economic reality is so 

complex and involves such an incredible welter of interrelated variables that 

a direct approach to it is almost always impracticable. Take, for example, the 

forces determining the general level of prices or the purchasing power of 

money. This is clearly a meaningful concept and in fact one about which 

there is a great deal of legitimate public concern. However, the general price 

level is difficult to measure—in fact, there is no wholly satisfactory measure 

available—because individual prices move differently and the number of 

ways in which they can be combined to get a measure of the average 

movement is literally endless.2 Moreover, once the problem of measurement 

has been resolved by selecting some agreed-upon average, the number and 

complexity of the forces having some effect on the level of prices so 

measured is colossal. Some of these forces are very important while others 

are of trivial significance. Any effort to develop an attack on the problem 

that will take all of the forces into account is clearly out of the question. The 

only feasible approach is to construct a model of the economic process which 

abstracts from the innumerable minor forces and focuses on a few major 

ones. 

Models are sometimes developed to deal with rather specific questions. 

Our approach will be different in this book. In the next few chapters we 

shall develop a model which is rather general in its applicability to the kinds 

of problems we are concerned with—although it will, of course, have its 

limitations, which we shall explain in due course. Our purpose is to provide 

the student with a reasonably general framework of analysis to guide and 

discipline his thinking concerning the matters we are interested in, one 

which is adaptable within limits to dealing with a variety of problems and 

policy issues. Our method will be to start with rather simple relationships 

and then build in successive complications gradually. 

2 The problem of measuring changes in the price level is taken up at some length in 
Chapter 4. 
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of problems we are concerned with—although it will, of course, have its 

limitations, which we shall explain in due course. Our purpose is to provide 

the student with a reasonably general framework of analysis to guide and 

discipline his thinking concerning the matters we are interested in, one 

which is adaptable within limits to dealing with a variety of problems and 

policy issues. Our method will be to start with rather simple relationships 

and then build in successive complications gradually. 

2 The problem of measuring changes in the price level is taken up at some length in 
Chapter 4. 
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three variables Qd, Qs, and p. These three variables may be called the en¬ 

dogenous variables of the model, meaning that they are the variables that 

are determined within the model. The variable Y, on the other hand, is an 

exogenous variable in this model; that is, the model does not contain suffi¬ 

cient relationships to determine it, and its value must be given to us before 

we can use the model to determine the other three variables. 

A possible solution of this model is depicted in Figure 1-1. Here the 

FIGURE 1-1 

Hypothetical Demand and Supply Relationships for Potatoes 

nr v_«o 

Q {MILLIONS OF BUSHELS) 

curve SS is the suppy function (S) showing how the quantity supplied 

(measured horizontally) varies as the price (measured vertically) varies. 

The curve marked D(Y — $1,500) is a demand schedule showing how 

quantity demanded varies as price varies when income is held constant at a 

level of $1,500. It is apparent in this case that if income per capita is $1,500 

per year, the price of potatoes will be $0.65 per bushel and the amount 

demanded (and supplied) will be three million bushels per year. 

This analysis is static—that is, given the nature of the functional relation¬ 

ships involved and given the value of the exogenous variable, Y, the model 

determines the equilibrium values of price and quantity. As long as the 

underlying conditions and the value of income remain unchanged, the price 

will continue to be $0.65 and the rate of production and consumption will 

continue to be three million bushels. 
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We may extend the use of this model a bit further by considering what 

happens if the exogenous variable, income, changes or if a shift in either the 

demand curve or the supply curve occurs due to a change in some other 

underlying factor such as the tastes of consumers. For example, suppose that 

for some reason the level of income rises to $2,000. When this happens, the 

amount of potatoes that will be demanded at each price increases so that the 

demand curve in Figure 1-1 shifts. Let us suppose it takes up the position 

indicated by the curve designated D(Y = $2,000). When this happens the 

new equilibrium point is four million bushels at a price of $1.00. This kind 

of analysis, which shows what happens to the equilibrium values of the 

endogenous variables when there is a specified change in an 'exogenous 

variable or in a functional relationship, is known as comparative statics. 

Since much of economic theory is concerned with the effects produced by 

changes in underlying conditions, comparative statics is an important kind of 

analysis. 

In drawing Figure 1—1, it was assumed that we somehow knew the exact 

nature of the functional relationships of supply and demand and were 

therefore in a position to draw up precise supply and demand curves. This 

would frequently not be the case, although under some circumstances 

econometric investigations might permit us to estimate the functional rela¬ 

tionships with tolerable confidence.3 However, even if we do not know 

exactly what the functional relationships are, we may still be able to say 

something useful concerning the effects of changes in exogenous variables or 

underlying conditions. For example, it is apparent from Figure 1—1 that a 

shift to the right of the demand curve will cause both the equilibrium price 

and the equilibrium quantity to increase provided the supply curve has a 

positive slope (i.e., slopes upward to the right). Thus, if we knew on the 

basis of a priori reasoning, supported perhaps by some empirical knowledge 

or familiarity with the market, that (a) an increase in income would cause a 

rise in demand for potatoes and ( b ) that the supply curve of potatoes had a 

positive slope, we might be able to predict with some confidence that a rise 

in income would cause a rise in the price of potatoes and in the quantity 

produced and consumed. Moreover, it is apparent that, other things being 

the same, the rise in price will be greater and the increase in quantity 

smaller the steeper the slope of the supply curve. Thus, we may be able to 

forecast the direction of effects and estimate their general order of magni¬ 

tude without knowing the exact nature of the functional relationships 

involved. 

It is important for the student to recognize that the supply and demand 

analysis of the type we have been discussing is a model rather than a 

universally applicable principle. A model of this kind can be derived 

formally from the behavior of the underlying decision-making units on the 

3 Econometric models are discussed briefly later in this chapter. See pp. 17—20. 
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assumption that a high degree of competition prevails. Thus, the more 

competitive the market being studied the more useful is this model. Strictly 

speaking it cannot be used at all in dealing with markets characterhed by 

monopoly, because in such markets there is not a simple relationship 

between the price and the amount that will be supplied, so that a supply 

curve of the type employed in this model cannot be constructed. 

One final point may be noted. When we are studying a small part of the 

economy such as the potato market, it is possible to treat total income as an 

exogenous variable. However, if we were studying a major sector of the 

economy—such as agriculture as a whole—this would not be permissible, 

since a change of significant magnitude in the agricultural sector would 

ordinarily cause a change in income which would be too large to be 

overlooked. Thus, in analysis of a major sector of the economy, it is 

necessary to treat income as an endogenous variable and to introduce 

sufficient additional relationships to determine it within the model. Even in 

the case of the potato market, a change in the price or production of 

potatoes will have an effect on the level of national income; however, for so 

small a sector of the economy such indirect effects will be rather unimpor¬ 

tant, and it may be permissible to overlook them. In general, what is an 

exogenous variable for one model may be an endogenous variable in another 

model designed to deal with a different kind of problem. 

Dynamic Models and Stability of Equilibrium 

Comparative statics is a useful technique of economic analysis, but it does 

have its limitations. Although it permits us to make predictions about the 

changes which will occur in the equilibrium values of the endogenous 

variables as a result of specified changes in the exogenous variables or in the 

structure—i.e., the functional relationships—of the model, it tells us nothing 

about the process or path by which the variables move from one equilibrium 

position to the other. In fact, it does not even permit us to be sure that the 

new equilibrium position will be reached at all. Dynamic analysis, in cases 

where it can be applied, does permit us to study the time path of movement 

of the variables in some detail. 

To illustrate dynamic analysis, let us revert to our example of the potato 

market. We will begin with a static model, but this time make the model 

specific by assuming linear relationships and giving them explicit numerical 

values.4 Our model is as follows: 

Qd = 40 - 3p + 0.02Y 

& = 40 + 2p 

Qd — Qa 

4 A linear relationship is one in which all the variables enter with constant coefficients 
or multipliers, such as 2x + 3y = 8 or 0.14* — 3.12y = 48.3. 
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If we assume, to start with, that Y is $1,500, the first equation becomes 

Qa = 70 - 3p 

since 0.02 times $1,500 is 30, and 30 added to 40 gives us 70. Since by the 

last equation Qd — Qs, we can denote both by Q, and our model becomes 

Q = 70 - 2>p 
Q = 40 + 2p 

This can easily be solved, giving the values Q — 52 and p = 6.O.5 

In Figure 1—2 the equation Q = 10 — 3p is depicted by the demand 

FIGURE 1-2 

Hypothetical Dynamic Model of the Potato Market 

QUANTITY (BUSHELS) 

curve DD, and the equation Q = 40 + 2p is depicted by the supply curve 

SS. These two lines intersect at point a, where p = 6 and Q = 52, the same 

solution (of course) as that we obtained by algebra. In other words, when 

income is $1,500, the equilibrium values of price and quantity are $6 and 52 

bushels, respectively. 

5 We can substitute 40 + 2p for Q in the first equation, which gives us 40 + 2p~ 
70 — 3p, or 5p — 30, or p = 6. Substituting p = 6 in either equation and solving for Q 
gives us Q == 52. 
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Now suppose income rises to $2,000. This gives us a new demand 

schedule which is6 

& = 80 - 1$ 

and the model becomes 

Q = 80 - ip 

J2 = 40 + 2p 

Solving this in the same way as before, we obtain Q — 56, p — 8. The new 

demand schedule Qd = 80 — 3p is depicted in Figure 1—2 by the curve 

D'D\ and this schedule intersects the supply schedule (which is unchanged) 

at point f, where p — 8 and Q = 56. Thus, the new equilibrium price and 

quantity, corresponding to income of $2,000, are $8 and 56 bushels, respec¬ 

tively. 

Thus far, the model has been entirely static. Let us now introduce time 

into the picture in such a way as to specify how buyers and sellers adjust 

their actions to changing conditions. We shall suppose that the quantity 

demanded in a particular period depends upon the price and income in that 

period, or 

J&oo = 40 - 3X0 + 0.02YO) 

which should be read as, "Quantity demanded in period t is equal to 40 

minus 3 times price in period t plus 0.02 times income in period t.” On the 

supply side, on the other hand, we shall introduce a time lag, so that the 

quantity supplied in a particular period depends upon the price realized in 

the previous period. That is, 

Q/f) = 40 4- lp(t - l) 

which should be read as "Quantity supplied in period t equals 40 plus 2 

times price in period t — 1.” 

Thus, our model becomes 

J&(0 = 40 - 3X0 + 0.02Y(0 

Q,(f) = 40 + 2p(t - 1) 

Q/f) = Q/f) 

This model depicts in a very simplified way a phenomenon that is sometimes 

found (although complicated and modified by other factors) in agricultural 

markets.7 Producers of potatoes are assumed to base their decisions about the 

amount of their production on the price that prevails at the time the crop is 

6 Since 0.02 times 2,000 is 40, and 40 added to 40 gives us 80. 

7 Possible complicating factors include nonlinearities in the supply and demand 
schedules, variable and uncertain weather conditions, the possibility of storing the com¬ 
modity from one crop season to another, the fact that not all plantings occur at the same 
time, the fact that suppliers may learn from experience, and so on. 
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planted. The crop is harvested some months later and thrown on the market 
for what it will bring. Thus, a new price is determined, and a new crop is 
planted based on this price. 

The first thing to be noted is that the equilibrium solution for this model 
is the same as that for the simpler static model. To see this, let us suppose, as 
in our earlier analysis, that income is $1,500 and remains at that level from 
period to period. Since by the third equation, Qd(t) = Qs(t), we can 
denote both by Q(t) and drop the third equation. Doing this and substitut¬ 
ing $1,500 for Y(t), we obtain 

fiCO = 70 - 3X0 
QH0 = 40 4- 2p(t - 1) 

The equilibrium solution calculated above for the static equivalent of this 
model was Q~ 52 and p = 6. Let us suppose that these values somehow 
come to prevail in a particular period. Then, by the second equation above, 
the quantity supplied in the next period will be 52 (40 plus 2 times 6), and 
when the 52 is thrown on the market, by the first equation, the price it will 
bring will be $6[52 = 70 3p(t), 3p(t) = 18, p(t) = 6}. Thus, once 
the values Q — 52 and p — 6 are achieved they will be self-perpetuating in 
the absence of some exogenous change in, say, income. That is to say, 
Q =52 and p = 6 are equilibrium values. The equilibrium is satisfactorily 
depicted as in the static case by the intersection of the SS and DD curves in 
Figure 1—2. 

Suppose now that income rises to $2,000 and remains at that level 
indefinitely. The dynamic model corresponding to this case can be depicted, 
according to the same reasoning used earlier, by 

= 80 - 3X0 
fiCO = 40 + 2t(f - 1) 

By the method used above, the student can demonstrate for himself that the 
new equilibrium values of Q and p are 56 units and $8, respectively. Thus, 
as in die static case, the new equilibrium is depicted by the intersection 
(point /) of the D'D' and SS curves. However, the process by which the 
market arrives at the new equilibrium, starting from the old one, is rather 
complicated. 

In the first period after the demand curve rises from DD to D'D', 
suppliers continue to base their production on the old price of $6 and thus 
continue to produce 52 bushels. However, when this is thrown on the 
market under the new conditions, the price rises to $914 or $9-33 
{52 = 80 — 3p(t), or 3p(t) = 28, or p(t) = 9-33}, which is above the 
new equilibrium price of $8. This leads producers to base their production 
plans on a price of $9-33, so that they produce 58.67 bushels 
IQ(t) =40 + 2(9-333)], which is above the new equilibrium quantity of 
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TABLE 1-1 

Time Path of Price and Quantity Following Change in Income in Cobweb Model 

56. When 58.67 bushels are thrown on the market in the next period, the 

price is driven down to $7.11 (below the equilibrium price), and this leads 

suppliers to produce 454.22 bushels (below the equilibrium quantity). The 

results are summarized in Table 1—1, in which the arrows indicate the 

direction of causation and the enclosed letters/U7and/SVmdicate whether 

the causation is due to the demand relation or the supply relation, respec¬ 

tively. 

In Figure 1—2, price and quantity move along the spiral path abode. It is 

apparent that the spiral is contracting and that the market is moving toward 

the new equilibrium at /, This can also be seen from Table 1-1, which 

shows that price and quantity are overshooting the mark first in one 

direction and then in the other in relation to the new equilibrium, but that 
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the extent of the “overshoot” is continually growing smaller. Price and 

quantity are oscillating around the new equilibrium but the oscillations are 

“damped,” that is, they are continually growing smaller and the market is 

gradually approaching the new equilibrium. 

In a case of this kind, the system is said to be stable. That is, when the 

market is thrown out of equilibrium—as by the shift in demand in the above 

case—the forces at work are such as to push it toward the new equilibrium. 

FIGURE 1-3 

illustration of an Unstable Dynamic Market Model 

The stability of this type of market depends upon the slopes of the demand 

and supply curves relative to one another. When, as in the above example, 

the slope of the supply curve is greater (i.e., steeper) than the slope of the 

demand curve, the market is stable.8 On the other hand, if, as in Figure 1-3, 

8 The comparison is between the absolute values of the slopes without regard to sign. 
Since price is measured on the vertical axis and quantity on the horizontal axis (as is 
conventional in economics), the slope refers to the change in price associated with a 
given change in quantity. Thus, the equation of the static demand curve DD in Figure 
1—2 (Q = 70 ~ 5p) can be solved for price as a function of quantity, yielding p = 7% — 
YiQ. In this form, the equation indicates that an increase of one bushel in the quantity 
demanded is associated with a reduction of one third of a dollar (or 33 cents) in price; 
i.e., the slope of the demand curve is — j/3. Similarly, the supply equation (Q = 40 + 2p) 
can be solved for p, yielding p — — 20 + ViQ, which indicates that an increase of one 
bushel in the quantity supplied is associated with an increase of one half of a dollar (or 
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the slope of the demand curve is greater than that of the supply curve, the 

market will be unstable. In Figure 1-3, the market was originally in 

equilibrium at point a. As in our earlier example, a shift of the demand 

curve from DD to D'D' throws the market out of equilibrium. The new 

equilibrium of demand and supply is at point /. As before, the market moves 

along a spiral path abode and so on, but this time the spiral continuously 

expands instead of contracting and the market moves further and further 

from the new equilibrium. The market is thus unstable in the sense that 

instead of moving toward a new equilibrium it moves further and further 

away from it.9 

Dynamic analysis has considerable advantages over static analysis. It 

enables us to analyze economic movements in some detail, and, in particular, 

it permits us to consider how the economy operates when it is out of 

equilibrium. Unfortunately, however, the technical complications are such 

that the range of problems to which we can apply it is somewhat limited. 

We shall make occasional use of dynamic analysis in the ensuing chapters of 

this book, but many of the problems with which we must deal are so 

complex that a dynamic treatment is impracticable. Consequently, much of 

our analysis will be of the static—or comparative static—variety, with such 

dynamic overtones as we can introduce in a nontechnical manner. 

Theoretical versus Econometric Models 

Econometrics is an approach to economic problems which, through a 

combination of economic theory and statistical analysis, attempts to quantify 

and measure economic relationships. Figure 1—4 illustrates econometric 

analysis by means of a very simple hypothetical example. Suppose an 

investigator sets out to find the demand curve for, say, potatoes in a 

particular market. He collects data on the price of potatoes and the quantity 

consumed for, let us say, the period 1942 to 1955 and plots these data on a 

graph, measuring quantities bought (in millions of bushels ) on the horizon¬ 

tal axis and the price (in dollars) on the vertical axis. The result is the 

collection of points plotted in Figure 1—4. The points have been labeled 

with numbers to indicate the years, and the student should note that the 

points do not follow any particular chronological sequence on the graph. 

An examination of the points indicates clearly that the quantity consumed 

tends to be lower the higher the price and that this relationship is rather 

close and appears to follow a straight line rather well. The investigator "fits” 

50 cents) in price; thus, the slope of the supply curve is +V2. That is, the absolute value 
of the slope of the supply curve (1/2) is greater than the absolute value of the slope 
of the demand curve (¥5 ). 

9 Obviously, such explosive oscillations could not continue indefinitely; some additional 
factor, such as complications of the sort referred to in footnote 7 above, would eventually 
bring them to a halt. 
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a regression line to the points by statistical methods.10 The equation of the 

best fitting straight line in this particular case is assumed to be 

Q = 40.34 - 2.14p 
where Q is the quantity consumed (in millions of bushels) and p is the price 

(in dollars). That is, the line of the demand curve intersects the quantity 

axis at 40.34 million bushels, and the slope of the line is —2.14. Starting 

FIGURE 1-4 

Hypothetical Econometric Demand Curve 

from 40.34 million bushels at a price of zero, the quantity consumed 

declines by about 2.14 million bushels for each rise of one dollar in the 

price.11 Thus if the price were to be $2 in, say, 1957 and if no major shift in 

10 It is obviously possible to draw an infinite number of straight lines through the 
cluster of points. It is therefore necessary to have some criterion for picking the “best” 
line to draw. The one ordinarily employed (for statistical reasons) is the so-called "least 
squares” criterion. Thus, the investigator might select the line that would make the sum 
of the squares of the horizontal deviations of the points from the line as small as possible. 

11 The interpretation of the intercept with an axis of a straight line often proves to 
be a puzzle to students of economics. The 40.34 million bushels cannot be interpreted as 
the amount that would be consumed at a price of zero—in fact, it cannot be given a mean¬ 
ingful economic interpretation. The line which is fitted to the points is meaningful only 
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the relationship were to occur, one might estimate that consumption in 1957 

would be approximately 36.06 million bushels (40.34 — 4.28). Of course, 

since the line does not "fit” the points exactly, one would be surprised if 

consumption at a price of $2 turned out to be exactly 36.06 million bushels, 

but this would be the best estimate of consumption that one could make on 

the basis of this model. The existence of deviations of the points from the 

line indicates that there are factors other than price affecting consumption. It 

might be possible to improve the ability to predict consumption by taking 

some of these other factors into account, although it is apparent in this case 

that the deviations of the points from the line are not very large and that a 

reasonably accurate prediction of consumption should be possible based on 

price alone. 

In practice, econometric work is a good deal more complex than the 

above oversimplified hypothetical example would make it appear. A few of 

the major complications may be indicated. In the first place, most economic 

relationships involve more than two variables. Thus, it is most unlikely that 

a satisfactory demand curve for most goods or services could be uncovered 

without taking account of other variables besides the price. Major variables 

that might need to be taken into account include consumer income, popula¬ 

tion, and prices of related goods. However, the necessity of taking account of 

additional variables causes little difficulty; regression analysis of the type 

referred to above can readily be extended to multivariable relationships. 

Another difficulty that is sometimes serious—and, in fact, would be likely to 

cause trouble in the case discussed above—is the problem of "identifying” 

the relationship that is being studied. In estimating a demand curve, the 

identification problem arises due to the fact that there are ordinarily two 

relationships between the quantity of a good and its price—one on the 

demand side of the market and the other on the supply side. Unless 

precautions of some kind are taken, the investigator cannot be sure whether 

the relationship he uncovers between price and quantity is a demand curve, a 

supply curve, or merely the historical path traced out by price and quantity 

as a result of changes in both demand and supply. This problem comes up in 

almost any extensive econometric investigation. There are various ways of 

dealing with it, but it does add to the difficulties of the econometrician. 

Another problem, sometimes serious, is that the data available for use in 

econometric investigations are subject to errors, often large but not amena¬ 

ble to any kind of measurement 

within approximately the range of values of the variables covered by the points themselves. 
At a price of zero the commodity would become a free good and no economizing in its 
use would be necessary. However, when the line fitted to the points is extended to inter¬ 
sect the quantity axis, the intersection occurs at 40.34 million bushels. In order to 
specify a straight line, it is necessary to employ two constants, one to indicate the level 
at which the line is to be drawn and the other to specify its slope. The line in Figure 1—4 
is specified by indicating (a) its intercept with the horizontal axis (40.34), which deter¬ 
mines the level of the line, and (b) its slope (—2.14). Thus, the intercept has no 
economic meaning but is merely a convenient mathematical way to specify the line. 
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The hypothetical example discussed above is in the field of microeconom¬ 

ics, i.e., the study of the market for a particular good. However, in recent 

years a good deal of econometric work has been done in the field of 

macroeconomics. Some studies have attempted to estimate quantitatively 

particular macroeconomic relationships; for example, there have been nu¬ 

merous quantitative investigations of the forces that determine the aggregate 

level of consumer spending in the economy.12 Some studies have gone 

beyond this and attempted to construct and quantify extensive models of the 

economy as a whole involving many relationships and potentially capable of 

predicting the behavior of such basic macroeconomic variables as national 

product and income, the level of prices, employment and unemployment, 

and so on. 

In this book we shall confine ourselves in the main to the construction of 

theoretical models with no effort at quantitative investigation. However, we 

will at many points and wherever it is feasible attempt to draw upon the 

results of existing econometric studies of the relationships we are investigat¬ 

ing. Although these studies are frequently inconclusive and occasionally 

contradictory, they will at least help us in some cases to arrive at a 

reasonable judgment as to whether a certain key relationship is of such a 

magnitude as to be of major importance. In the present state of economic 

science, about all that can be said of a quantitative nature with any degree of 

finality relates to general orders of magnitude of various relationships. 

OUTLINE OF THE BOOK 

In this book we shall be dealing for the most part with large aggregates, 

such as national income, industrial production, total employment and unem¬ 

ployment, or with concepts that are essentially averages, such as the price 

level and the wage level. These aggregates and averages must be measured 

and quantified if they are to be meaningful, and measurement of such con¬ 

cepts involves some fairly complex problems—including some problems to 

which there are no fully satisfactory answers. Accordingly, Part I of this 

book deals with the problems of defining and measuring the major macro- 

economic variables. 

In Part II we develop the theory of income determination. The underly¬ 

ing idea of this section is that production is carried out to satisfy demand so 

that the level of aggregate demand therefore determines production and 

income. The determinants of aggregate consumption and investment de¬ 

mand are discussed, as is the role of money and interest rates in determining 

income. 

In the interest of simplicity, the assumption is retained throughout Part II 

that the economy has sufficient unutilized resources so that changes in 

aggregate demand have their full impact on real output and employment 

12 Some of these investigations are discussed or referred to in Chapter 5. 
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with no changes in wages and prices. This obvious defect in the analysis is 

corrected in Part III, which takes up wages and prices and their relation to 

employment and unemployment. Chapter 15 in that part deals with the 

mechanism stressed by the pre-Keynesian classical economists, through 

which flexible wages and prices were supposed to keep the economy operat¬ 

ing at full employment without government intervention. The defects in this 

mechanism, which underlie the need for monetary and fiscal policy in the 

modern world, are explained. Chapter 16 discusses inflation and its relation 

to unemployment in a more realistic setting—a relation which is the source 

of much difficulty and controversy today. 

Parts II and III largely abstract from the complications of economic 

growth. This additional dimension of macroeconomics is introduced in Part 

IV. First, the relation between unemployment and inflation developed in 

Part III is related to the growth path of the economy, and the problems of 

keeping the economy expanding along this path are discussed. Then the 

determinants of the growth path itself are taken up, as is the role of 

government in promoting economic growth. 

Throughout Parts II, III, and IV, the analysis is restricted to a "closed 

economy”—that is, an economy which does not enjoy trade and financial 

relations with other economies. Part IV "opens up” the economy and shows 

how problems of foreign trade and the balance of payments complicate the 

determination of income and employment and raise additional problems for 

those responsible for the formulation and implementation of monetary and 

fiscal policy. Since the way in which foreign trade and finance impinge on 

the domestic economy depends upon the kind of international financial 

arrangements that prevail, it is necessary to explain at some length the 

operation of our present international monetary system. We also consider 

the defects in the present system and some of the reforms that have been 

proposed to improve it. 

Numerous references to economic policy are scattered throughout the 

book. However, there is no final unified treatment of policy that takes full 

account of all of the complications that are successively introduced. The 

reason for this lack is primarily practical: the book is already long, and, in 

the author’s opinion, a fully adequate treatment of policy issues would 

require another book of at least equal length. It is the author’s hope, 

however, that the careful student of this book will find his knowledge of 

important issues of public policy substantially expanded and sharpened.13 

13 The student who wishes to pursue additional reading more specifically related to 
policy may find some useful material in Warren L. Smith and Ronald L. Teigen (eds.), 
Readings in Money, National Income, and Stabilization Policy (rev. ed.; Homewood, Ill.: 
Richard D. Irwin, Inc., 1970). The introduction to Chapter 1 of that book is, in some 
respects, an extension of this book with a somewhat more specific orientation toward 
policy. And Chapter 7 (including the introduction) contains a discussion of the problem 
of using the several instruments of economic policy in a coordinated way to achieve 
several economic goals. 





PART I 

Measurement of Macroeconomic 

Variables 

INTRODUCTION 

In recent years, a great deal of progress has been made in 

collecting and disseminating data which may be used to describe, evaluate, 

and analyze the performance of the economy. The most important body of 

such data is incorporated into the format of the national income and product 

accounts. These accounts are explained in Chapters 2 and 3. This material is 

important for the student to understand, because the national income and 

product account concepts are frequently used in the remainder of this book. 

Evaluation of the economy’s performance requires the use of other data 

that are not included in the national income and product accounts. In 

particular, there is much concern about employment and unemployment and 

about the behavior of the price level. In Chapter 3, the problems of 

measuring employment and unemployment and changes in the price level 

and the statistical concepts and data that are available for this purpose are 

explained and evaluated. The chapter also refers to other statistical series 

that are useful in evaluating the economy’s performance. 
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Chapter 

2 

THE NATIONAL INCOME AND 

PRODUCT ACCOUNTS: I 

National income and product statistics undoubtedly consti¬ 

tute the single most important collection of economic information available 

today. These statistics are widely used by government agencies in their 

evaluation of the performance of the economy and in arriving at decisions 

concerning economic policy, as well as by businessmen in judging economic 

trends and in studies of the markets for their products. The systematic 

collection and presentation of these statistics and their progressive refine¬ 

ment represents a major forward step in the scientific study of economic 

phenomena in the last 25 years or so, not only in the United States but in 

most other countries as well.1 

At the outset of the discussion it is important to stress the systematic 

nature of these statistics. As we shall see, they are compiled and presented 

within an accounting framework. In fact, national income accounting is one 

branch of the subject of social accounting, which has undergone an extensive 

development in recent years.2 Thus while arbitrary decisions must be made 

concerning the handling of certain items, the national income accounts 

1 The official compilation of national income and product statistics in the United States 
is carried out by the Office of Business Economics of the Department of Commerce. The 
statistics appear regularly in The Survey of Current Business, published monthly by the 
Department of Commerce. The July issue of the Survey each year contains an extensive 
compilation. Summary tables of national income statistics are to be found in the Federal 
Reserve Bulletin, published monthly by the Board of Governors of the Federal Reserve 
System, and tabulations are contained in the Economic Report of the President, which is 
issued in January of each year. A lengthy discussion of methodology, conceptual problems, 
and sources of data, together with statistics for past years, is contained in National Income: 
A Supplement to the Survey of Current Business, 1954 edition (Department of Commerce, 
1954). Further information and some improvements in statistical formulation are to 
be found in U.S. Income and Output: A Supplement to the Survey of Current Business 
(Department of Commerce, 1958). Recent conceptual changes are discussed in the Survey 
of Current Business, August 1965, pp. 6-28. Revised estimates for earlier years are to be 
found in The National Income and Product Accounts of the United States, 1929—1965 
Statistical Tables (Department of Commerce, 1966). 

2 Other branches of social accounting include balance-of-payments accounting, money 
flows accounting, and input-output accounting. Balance of payments accounting is dis¬ 
cussed briefly in Chapter 9. For a more extensive discussion of social accounting, see 
John P. Powelson, Economic Accounting (New York: McGraw-Hill Book Co., 1955). 

25 
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possess an analytical foundation, and it is important for the student to grasp 

the logic of the subject. 

The national income or product may be viewed in three different ways, 

all of which are important and all of which will be employed in our 

discussion. First, the total output or product of the economy may be looked 

upon as the total amount spent on final output by all the participants in the 

economic process, including consumers or households, business concerns, 

governmental units, and foreigners. Second, the total national income or 

output may be viewed as the sum of all the incomes earned by participants 

in the economic process for productive contributions made either by them¬ 

selves or by their property. Finally total product may be construed as the 

sum of the output produced by all of the producing units in the economy. 

GROSS NATIONAL PRODUCT AND EXPENDITURES 

Gross national product is defined as the total gross value, at market 

prices, of the output of all goods and services produced in the economy 

during a particular period. It is "gross” in the sense that no deduction is 

made for the amount of existing capital—plants, equipment, tools, etc.— 

used up through wear and tear during the period. However, it is "net” in the 

sense that repeated resales of the same goods have been eliminated. 

GNP may be looked upon as the total amount spent on final output by 

all economic units. For the year 1968, GNP as the sum of expenditures 

breaks down as follows (in billions): 

Personal consumption expenditures.$536.6 
Gross private domestic investment. 126.3 
Net exports of goods and services. 2.5 
Government purchases of goods and services. 200.3 

Gross National Product.$865-7 

A more detailed breakdown, to which we shall make frequent reference, is 

given in Table 2-1.3 

The economy is divided into four sectors for purposes of national income 

accounting. These four sectors are households, business firms, rest of the 

world (or the foreign sector), and government. The GNP, as shown in the 

table, is the summation of amounts spent on final output by these four 

sectors. We shall consider briefly the expenditures of each of them. 

1. The Household Sector. The expenditures of the household sector 

are called personal consumption expenditures. Such expenditures totaled 

$536.6 billion in 1968 and, as shown in Table 2-1, this amount can be 

broken down into $83-3 billion for durable goods, $230.6 billion for 

nondurable goods, and $222.8 billion for services. Durable goods include all 

3 All of the national income and product data for 1968 presented in this chapter and 
the next are taken from "U.S. National Income and Product Accounts, 1965-68,” 
Survey of Current Business, July 1969, pp- 13-50. 
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goods bought by households having a normal life of more than one year, 

with the exception of new houses, which are included under the heading of 

investment rather than consumption. Thus, durable goods include new 

automobiles, radio and TV sets, electric appliances, furniture, and the like. 

Nondurable goods include tangible items, such as food and clothing, having 

a presumptive life of less than one year. Services include such intangible 

items as recreational expenditures and expenditures on medical care and 

education.4 

TABLE 2-1 

Gross National Product or Expenditure, 1968 
(in billions) 

Personal consumption expenditures. 
Durable goods. $83-3 
Nondurable goods... 230.6 
Services. 222.8 

Gross private domestic investment.. 
Fixed investment. 
Nonresidential. 
Structures. 
Producers' durable equipment 

Residential structures. 

Change in business inventories. 7.3 

Net exports of goods and services. 
Exports... $ 50.6 
Imports. 48.1 

Government purchases of goods and services. 
Federal.. $ 99-5 
State and local. 100.7 

Gross National Product. 

Note: Items may not add to totals due to rounding. 
Source: Department of Commerce. 

$119.0 
$88.8 

$29.3 
59.5 

30.2 

$536.6 

126.3 

2.5 

200.3 

$865-7 

The national income accounting system contains only four sectors, and it 

is, of course, necessary that every economic unit be assigned to one of them. 

As a result of this, some units are assigned to the household sector for lack 

of a better place to put them, in spite of the fact that they do not fit very 

well. Thus, charitable and nonprofit institutions and private pension and 

welfare funds are included in the household sector, and, accordingly, the 

expenditures on goods and services of these organizations are included in 

personal consumption expenditures. On the other hand, most transactions 

between consumers and such institutions are eliminated from the accounts 

entirely, as are gifts between households proper, since they cancel out in the 

4 The Department of Commerce prepares supporting tables giving estimates of 
personal consumption expenditures broken down in considerable detail by type of 
product. See The National Income and Product Accounts of the United States, 1929—1965 
Statistical Tables, op. cit., pp. 40-50. 
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process of consolidating the components of the household sector. However, 

some transactions within the household sector are included since they repre¬ 

sent payments for services rendered; the main item here is payments for 

domestic service.5 

2. The Business Sector. Gross private domestic investment represents 

the gross expenditures on final output by the business sector, which takes in 

all private profit-oriented economic units, including both corporations and 

unincorporated enterprises. Gross private domestic investment can be di¬ 

vided into two major components: (1) gross expenditures on fixed capital 

and ( 2) change in business inventories? Total gross private domestic invest¬ 

ment in 1968 amounted to $126.3 billion, which can be broken down (see 

Table 2-1) into fixed capital investment of $119 billion and an increase in 

business inventories of $7.3 billion. 

Expenditures on new residential construction are included, along with 

expenditures on industrial, commercial, and agricultural construction, in 

gross private domestic investment. Thus, housing expenditures are treated 

differently from other household expenditures.7 In 1968, residential con¬ 

struction expenditures amounted to $30.2 billion, as shown in Table 2-1. 

Other construction, which includes predominantly business expenditures on 

the construction of plants, stores, and so on, amounted to $29.3 billion.8 The 

remainder of fixed investment was accounted for by $59-5 billion of expend¬ 

itures on producers? durable equipment, which includes purchases of ma¬ 

chinery, tools, store counters, and the like by business concerns. All of these 

expenditures on fixed capital goods are gross in the sense that they include 

both expenditures on new plants, equipment, and houses, which add to the 

total existing supply of such assets, and replacement expenditures, which 

merely make good destruction (by fire, flood, etc.) and depreciation (wear 

and tear) on existing assets. 

The remainder of gross private domestic investment in 1968 is accounted 

for by an increase of $7.3 billion in business inventories. This represents the 

net increase during the year in stocks of goods—including finished goods, 

partly finished products, and raw materials—by all business concerns, incor¬ 

porated as well as unincorporated.9 The student should note carefully that 

5 Thus, there is a small amount of income produced or generated within the house¬ 
hold sector. 

6 The student should note that "investment” in our terminology means expenditures 
on real capital—plants, equipments, inventories, etc.—by business. Purchases of bonds 
and stocks are not investment, although, of course, they may indirectly facilitate real 
investment by providing funds to business firms desiring to engage in such activity. 

7 Home ownership—even in cases where the house is occupied by its owner—is 
treated as a business activity. For a fuller discussion, see Chapter 3, pp. 57-59. 

8 Government construction—roads, dams, schools, other public buildings—is included 
in government purchases of goods and services. 

9 The change in the value of inventories as shown by the accounts of businesses is 
corrected by an "inventory valuation adjustment.” In 1966, the change in inventories as 
shown by businessmen’s books was an increase of $15.4 billion, but the inventory valua- 
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S the concept of inventory investment relates to the change in inventory 

| holdings during the period and not to the total stock of inventories in 

j warehouses or on store shelves at the end of the period. Thus, inventory 

investment can be, and often is, negative; that is, inventory stocks may be 

! reduced as well as increased.10 

| Purchases of goods (or services) by one business firm from another are 

not included in GNP expenditures except to the extent that they (a) 

represent purchases of fixed capital goods having a life of more than one 

year, or (b) result in an increase in inventory stocks. Otherwise purchases 

by one business are netted against sales by others, so that the amounts 

| disappear in the process of consolidating the accounts of the business sector, 

j If interfirm transactions were not "netted out” in this way, they would result 

in double counting; for example, the steel which is contained in automobiles 

would be counted once as part of the product of the steel industry and again 

as part of the product of the automobile industry. 

3. The Rest-of-the-World Sector. This sector includes all economic 

units (households, businesses, and governments) which are not residents of 

the United States. Table 2—1 shows that in 1968 net exports to the rest-of- 

the-world sector amounted to $2.5 billion. This amount represents the 

| difference between total exports of goods and services of $50.6 billion and 

total imports of goods and services of $48.1 billion. It should be noted that 

the amount of net exports of goods and services can be, and on occasion is, 

■ negative. 

The discerning student may wonder why net exports of goods and 

s services is one of the components of the gross national product. The 

: " explanation of this is quite simple. If we knew the purchases of domestically 

produced final output by the four sectors, households, business, rest-of-the- 

I world, and government, we could total these figures to get the gross national 

product. However, we import large quantities of goods and services, and 

these imports—either in their original form or after further processing— 

may go to households in the form of consumer goods, go to business in the 

form of fixed capital goods or inventories, be reexported to foreign countries, 

or be included in goods purchased by domestic governmental units. It is 

impossible to track down these imports; thus our data on expenditures by 

households, businesses, rest-of-the-world, and government relate to total 

rather than merely domestically produced goods and services. Since all 

imports must be distributed to one of these four sectors, when these expendi- 

tion adjustment was negative to the extent of $2 billion, thus reducing the increase in 
inventories as shown in the national accounts to $13.4 billion. The logic of the inventory 
valuation adjustment is explained in Chapter 3, pp. 56—57. 

10 Gross fixed investment cannot be negative, since it represents the total value of 
fixed capital goods produced, and production is inherently nonnegative. However, gross 
private domestic investment can be negative if inventory investment is negative and 
exceeds gross fixed investment. And net fixed investment can be negative if gross fixed 
investment (i.e., production of fixed capital goods) is less than depreciation. 
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tures are totaled the result is gross national product plus imports. Thus, a 

correction in the form of the deduction of imports is required. In getting the 

gross national product as the sum of expenditures, this is handled by 

deducting imports from exports to get net exports, which is included as an 

expenditure component. 

4. The Government Sector. The final component of GNP expendi¬ 

tures is government purchases of goods and services, which amounted to 

$200.3 billion in 1968. Federal government purchases were $99.5 billion, 

while purchases of state and local government units accounted for the 

remaining $100.7 billion, as shown in Table 2—1. The fact that these are 

government expenditures for the purchase of goods and services from the 

household, business, and rest-of-the-world sectors should be stressed. As we 

shall see, there are other government expenditures which are not included in 

the GNP. 

NATIONAL INCOME BY TYPE OF INCOME 

We shall now shift the focus of our study briefly from the gross national 

product to the national income, then turn our attention to the relation 

between the two concepts. The national income may be defined as total 

income earned by participants in production through productive contribu¬ 

tions made by them or by their property during a particular period. National 

income may be shown as a summation of incomes earned in various forms. 

For 1968, the tabulation is as follows (in billions): 

Compensation of employees.$513.6 
Proprietors’ income. 63.8 
Rental income of persons. 21.2 
Corporate profits and inventory valuation adjustment. 87.9 
Net interest.   28.0 

National Income....$714.4 

A more detailed breakdown, to which we shall make reference, is given in 

Table 2-2. 

Compensation of employees includes all wages and salaries earned by 

households, together with other elements of labor income, including such 

"fringe benefits” as contributions made by employers to government and 

private pension and welfare funds on behalf of their employees (see break¬ 

down in Table 2-2 ). Proprietors’ income includes the net profits of unincor¬ 

porated business enterprises. As indicated in Table 2-2, this covers incomes 

of nonfarm unincorporated businesses and self-employed professional people 

(doctors, lawyers, teachers, accountants, etc.), and incomes of farm opera¬ 

tors. Rental income of persons includes incomes in the form of rent and 

royalties received from the ownership of property. Corporate profits includes 

the profits of all private corporations; Table 2—2 shows the portion of such 

profits paid to the government in the form of corporate income taxes, the 

portion paid to stockholders in dividends, and the portion (undistributed 
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profits) retained by the corporations themselves to finance expansion of 

their operations. Net interest includes interest earned by households and 

governments minus interest paid by households and governments. That is, 

interest paid by households and governments is excluded from the national 

income. The reasons for this exclusion are explained later.11 The inventory 

r 

TABLE 2-2 

National Income by Type of Income, 1968 
(in billions) 

Compensation of employees. 
Wages and salaries. $465.0 
Supplements to wages and salaries. 48.6 

Employer contributions for social insurance.$24.4 
Employer contributions to private pension and welfare 
funds. 20.1 

Other supplements. 4.0 

Proprietors’ income. 
Business and professional. $ 49.2 

Income of unincorporated enterprises.$49.9 
Inventory valuation adjustment.—0.7 

Farm. 14.6 

Rental income of persons. 
Corporate profits and inventory valuation adjustment. 

Profits before tax. $ 91.1 
Profits tax liability.$41-3 
Dividends. 23.1 
Undistributed. 26.7 

Inventory valuation adjustment. —3.2 

Net interest. 

National Income. 

Note: Items may not add to totals due to rounding. 
Source: Department of Commerce. 

$513.6 

63.8 

21.2 
87.9 

28.0 

$714.4 

valuation adjustments which are included with business and professional 

income (see Table 2-2) and with corporate profits will also be explained 

later.12 All incomes are before deduction of personal taxes and corporate 

income taxes. 
* 

RELATION BETWEEN GNP AND NATIONAL INCOME 

Having developed the GNP as the sum of expenditures on final output 

by the four sectors and the national income as the sum of the incomes of 

various types earned by the participants in production, let us now consider 

how these two concepts are related to each other. The relationship for 1968 

is summarized in the following table (in billions): 

11 See Chapter 3, pp- 43—45. 

12 See Chapter 3, pp. 56-57, below; also footnote 9 above. 
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Gross National Product.$865.7 
Less: Capital consumption allowances. 73-3 

Equals: Net National Product.$792.4 
Less: Indirect business tax and nontax liability. 77.9 

Business transfer payments. 3.4 
Statistical discrepancy. —2.5 

Plus: Subsidies minus current surplus of govern¬ 
ment enterprises. 0.8 

Equals: National Income.$714.4 

Capital consumption allowances consist mainly of allowances for the 

depreciation of capital through normal wear and tear or obselescence, but 

they also include allowances for the destruction of capital through such 

accidents or catastrophes as fires and floods. 

When capital consumption allowances are deducted from GNP, we 

obtain the net national product. This may be defined as the net value of the 

total output of the economy valued at market prices for the period. We 

could, of course, deduct capital consumption allowances from gross private 

domestic investment, thus obtaining an amount which we might call "net 

private domestic investment.” Then we could present the net national 

product as the sum of personal consumption expenditures, "net private 

domestic investment,” net exports, and government purchases of goods and 

services, in a manner analogous to our presentation of gross national product 

from the expenditure side. However, this interpretation is open to serious 

objections. The measurement of net investment is extremely difficult for 

reasons that are partly theoretical and partly due to the inadequacies of the 

statistical data. The conceptual problem may be illustrated by noting the 

fact that if an industrial plant is destroyed, wears out, or becomes obsoles¬ 

cent, so that the firm is faced with the necessity of replacing it, the plant will 

be replaced not with one exactly like it but with one which incorporates the 

latest techniques and is probably more productive than the original plant. 

The question is: how much of the expenditure for the new plant represents 

"replacement” and how much represents "new investment” or "expansion”? 

This question is extremely difficult to answer in principle, and it is virtually 

certain that the accounting allowance made by the firm to cover the destruc¬ 

tion or wear and tear on the old plant will not provide a satisfactory 

estimate of the amount of replacement. In addition to the basic conceptual 

difficulty in drawing a satisfactory line between replacement and new invest¬ 

ment, the value of the accounting allowances is impaired by several purely 

statistical or accounting difficulties. Depreciation (which constitutes by far 

the greatest portion of capital allowances) is ordinarily computed according 

to some rather simple rule and is based upon the original cost of the asset.13 

13 Straight-line depreciation is the simplest and is very commonly used. Under this 
procedure, for example, if a plant costs $200,000 to build and is expected to last for 
40 years, at the end of which time its scrap value will be negligible, $5,000 of depreciation 
will be charged to expenses of operation each year. 
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Since the assets being depreciated were purchased in many different years at 

prices which varied from year to year, while replacement must be made at 

the prices prevailing in the current year, the depreciation charge is likely to 

bear little relation to the actual deterioration of capital during the year.14 A 

further difficulty is that methods used in computing depreciation are 

strongly influenced by the provisions of the tax laws, which are changed 

from time to time. 

The problem of measuring net investment is an important one in eco¬ 

nomics, since net investment is one of the basic sources of economic growth, 

and some reasonably respectable estimates of net investment have been 

made. But it should be apparent from a consideration of the difficulties 

sketched above that the estimate of net investment derived by subtracting 

capital consumption allowances from gross private domestic investment as 

shown in the national income accounts is of little value. As a matter of fact, 

this difficulty is serious enough to raise doubts about the validity of the 

estimates of net national product, and in practice little use is made of this 

concept. 

Having deducted capital consumption allowances from GNP to get net 

national product, the next step in getting to national income is to deduct 

indirect business tax and nontax liabilities. This item includes all taxes 

levied on business except corporate income taxes, together with fees paid by 

business to government units for specific services. All sales taxes, whether 

ostensibly levied on businesses or on consumers, are included—in fact, sales 

taxes, together with taxes on business property, make up the major portion 

of the item. 

Thus, indirect business taxes are excluded from national income—that is, 

they are deducted from gross national product in the process of arriving at 

national income; whereas all other types of taxes—corporate profit taxes, 

personal tax and nontax payments, and social security contributions—are 

included in national income. Partly this reflects the fact that indirect business 

taxes are, in general, treated as expenses and deducted from revenues in the 

process of computing income by the business units that pay them. However, 

it also reflects an assumption on the part of the national income accountants 

concerning the incidence of taxes: an assumption that all taxes of the 

indirect business type are passed on to consumers in the form of higher 

product prices. Undoubtedly this assumption is not wholly correct; some 

sales taxes, for example, are surely borne by the profits of the firms that pay 

them or are shifted backward in the form of reduced incomes to the factors 

of production which produce the firms’ products. But in view of the diffi¬ 

culties involved in judging the incidence of specific taxes, the procedures 

adopted by those who have constructed the national income accounts are 

14 The problem of proper accounting for depreciation in an economy characterized 
by a variable price level is one which has received a great deal of attention among 
accountants in recent years, although no satisfactory solution has yet been found. 
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probably the most "neutral” and generally reasonable ones that could be 

applied. 

In addition to the deduction of indirect business taxes, two other rela¬ 

tively minor adjustments are made in getting from net national product to 

national income. One is the deduction of business transfer payments. These 

are payments made by the business sector to the household sector for which 

no services are rendered to the business sector. An example is a contribution 

by a corporation to a charitable institution, such as a community fund. This 

is a payment to the household sector, since, as we have seen, charitable 

institutions are included in that sector. It is not eligible for inclusion in the 

national income, since only payments made for services rendered in produc¬ 

ing current output should be so included. It is a charge against the gross 

national product, however; that is, it must be covered out of the receipts of 

the business from the sale of its product. For these reasons, it is deducted 

from the net national product in the process of arriving at the national 

income. A similar example is losses suffered by business due to theft or as a 

result of defaults on debts owed to business by households, since, in effect, to 

the extent of these losses the business sector has made gifts of goods and 

services to the household sector. 

The other adjustment that must be made in deriving the national income 

from the net national product is the addition of subsidies minus current 

surplus of government enterprises. Subsidies are payments made by the 

government sector to the business sector for which the government sector 

receives no goods or services in return.15 They constitute a source in addition 

to sales proceeds from which business concerns may make factor payments 

or derive additional profits. For this reason, they must be added to net 

national product to obtain national income. Current surpluses—or profits 

—of government enterprises, such as municipally owned electric power 

plants, are deducted in arriving at national income because they are derived 

from the sales proceeds of such enterprises but are not distributed as income 

to anyone.16 

Business transfer payments and subsidies minus current surplus of govern¬ 

ment enterprises are quite unimportant items in the national income ac¬ 

counts; moreover subsidies may be regarded as merely negative indirect 

15 When the government purchases products at prices higher than would prevail 
in a free market in order to maintain the income of their producers, such payments are 
technically not subsidies but purchases of goods and services and are so classified in the 
national income accounts. This is the case with respect to some farm price support pay¬ 
ments. On the other hand, to the extent that these payments take the form of direct 
cash grants to farmers or result in losses on nonrecourse loans by the Commodity Credit 
Corporation (a government enterprise) they are reflected in subsidies minus current 
surplus of government enterprises. 

16 The fact that some government enterprises pay subsidies—e.g., the postal system, 
which is treated as a government enterprise, pays subsidies in connection with air mail 
contracts—makes it difficult to separate entirely subsidies and profits of government 
enterprises. Hence, the two are incorporated in one item in the accounts. 
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business taxes. Consequently, the student may properly think of national 

income as being equal to net national product minus indirect business taxes. 

This brings us to an alternative definition of the national income that is 

sometimes used: national income is the total net product of the economy 

valued at factor costs. Thus, national income is contrasted with net national 

product, which is the net product valued at market prices. That is, national 

income is the net output valued at what was paid to the factors of produc¬ 

tion for producing it, whereas the net national product is the same output 

valued at what it sold for on the market, the difference between the two 

being indirect taxes which are assumed to be added to costs in the determina¬ 

tion of prices.17 

The methods used by the Department of Commerce in preparing esti¬ 

mates of national income and product may be outlined very briefly as 

follows. First, estimates are prepared of expenditures by the four sectors— 

that is, personal consumption expenditures, gross private domestic invest¬ 

ment, net exports, and government purchases of goods and services. This is, 

of course, a very difficult task, and the Department makes use of every scrap 

of information it can obtain from either governmental or private sources. As 

we have seen, the sum of these categories of expenditures provides an 

estimate of the gross national product. Next, estimates are prepared of 

capital consumption allowances, indirect business taxes, business transfer 

payments, and subsidies minus current surplus of government enterprises. 

When the first three of these items are subtracted from and the last item is 

added to the estimate of the gross national product, the result is an estimate 

of the national income. Another estimate of the national income is obtained 

by estimating the various types of income-—compensation of employees, 

proprietors’ income, rental income of persons, corporate profits, and net 

interest—and adding them together. The statistical discrepancy is the differ¬ 

ence between the two estimates of national income. The estimate of national 

income derived from the income side is taken to be the "true” estimate, and 

if the estimate of national income derived through the expenditure side is 

less than this amount, there is a negative statistical discrepancy which is 

subtracted from the estimate derived from the expenditure side to make the 

two estimates balance.18 For example, in 1968 the estimate derived from the 

expenditure side was less than the estimate derived from the income side by 

$2.5 billion, so the statistical discrepancy was negative in that amount. If the 

17 It should be noted that when it is said that the national income is net output 
valued at factor costs, the word "cost" is being used in a rather peculiar way, since all 
payments to factors (including profits) are here regarded as costs, whereas cost, to the 
economist, usually means only those payments that are necessary to induce the per¬ 
formance of productive services. 

18 Of course, it could equally well be said that the statistical discrepancy is the 
difference between two estimates of GNP, one derived from the expenditure side and 
taken to be the "true” estimate and the other derived from the income side. 
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estimate derived from the income side is less than that derived from the 

expenditure side, the discrepancy will, of course, be positive. 

The statistical discrepancy is an estimate of the consistency but not the 

accuracy of the estimates. That is, there may be offsetting errors in various 

items which will not be reflected in the statistical discrepancy.19 As far as the 

accuracy of the estimates is concerned, a general evaluation is impossible. 

Some items can be estimated with a high degree of accuracy with the data 

available, while for other items the data are poor and the estimates not very 

reliable. Users of the statistics should study the estimating techniques and 

sources of data used by the Department of Commerce and form their own 

judgments concerning the reliability of the estimates of the particular 

concepts they are interested in.20 

HYPOTHETICAL ILLUSTRATION OF BUSINESS ACCOUNTS 

At the outset of our discussion, it was pointed out that the national 

income or product could be viewed as (1) the sum of the amounts spent on 

final output by the various groups or sectors of the economy, or ( 2 ) the sum 

of all incomes earned from productive activity, or ( 3 ) the sum of the 

outputs of all producing units in the economy. In our discussion up to this 

point, we have developed and made use of the first two approaches, but no 

attention has been given to the third. We now turn our attention to this 

third approach. 

Table 2—3 gives the income statement for the year 1968 of a hypothetical 

corporation which we shall call the Excelsior Electronics Corporation. No 

particular effort has been made to make the figures or accounts included in 

this statement realistic, and some of the items are included mainly because of 

their value in illustrating the concepts of national income accounting. The 

income statement of a firm—sometimes called the profit and loss statement 

—summarizes the firm’s operations during a specified period of time. It 

begins with receipts from the sale of products ($32,347,000 in our exam¬ 

ple), and deducts the cost of goods sold ($14,291,000), thus giving gross 

profit from sales ($18,056,000). The cost of goods sold is computed by 

taking the purchases of materials ($16,127,000) and adding the reduction 

in inventories or deducting the increase in inventories as the case may be. In 

19 For example, if personal consumption expenditure was overestimated by $2.1 
billion and at the same time compensation of employees was overestimated by $2.2 
billion, with everything else estimated accurately, the estimate of national income from 
the expenditure side would be overstated by $2.1 billion, the estimate derived from the 
income side would be overestimated by $2.2 billion, but the statistical discrepancy would 
be only a negative $0.1 billion. 

20 Sources of data and methods of estimating are explained at considerable length in 
National Income: A Supplement to the Survey of Current Business, op. cit., Part III. 
See also U.S. Income and Output: A Supplement to the Survey of Current Business, op. cit., 
chap. 7. 
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TABLE 2-3 

Hypothetical Income Statement 
EXCELSIOR ELECTRONICS CORPORATION 

Calendar Year 1968 
(in thousands) 

Item 

Number Name of Item 

1 Sales. $32,347 
2 Less: Cost of goods sold. 14,291 

3 Purchase of materials.$16,127 
4 Plus: Inventory, Jan. 1, 1968. 5,382 
5 Less: Inventory, Dec. 31, 1968. 7,218 

6 Gross profit from sales. $18,056 
7 Less: Operating expenses. 13,473 

8 Wages and salaries.$ 6,124 
9 Commissions and bonuses. 721 

10 Traveling expenses. 497 
11 Office supplies. 376 
12 Gas, water, electricity, and 

fuel. 1,845 
13 Telephone and telegraph. 237 
14 Insurance. 131 
15 Rent and royalty payments. 1,498 
16 Charitable contributions. 37 
17 Depreciation. 1,284 
18 Property taxes. 723 

19 Net operating income. $ 4,583 
20 Plus: Nonoperating income. 220 
21 Subsidies from government.$ 188 
22 Interest income.   32 

23 Less: Nonoperating expenses. 280 
24 Interest expense.$ 264 
25 Losses on bad debts. 16 

26 Net profit before income taxes. $ 4,523 
27 Less: Income taxes accrued. 2,169 

28 Net profit to stockholders. $2,354 
29 Less: Dividends. 1,494 

30 Profits retained in the business.. $ 860 

our example, inventories increased by 11,836,000 during the year, since they 

were $5,382,000 at the beginning of the year and $7,218,000 at the end. 

Thus, the company, in effect, used up in production only $14,291,000 of 

materials (the difference between total materials purchased and the increase 

in its inventories). Total operating expenses, ($13,473,000, as listed in 

Table 2-3) are then deducted from gross profit from sales to obtain net 

operating income ($4,583,000). Adding nonoperating income ($220,000) 

and subtracting nonoperating expenses ($280,000), we obtain net profit 

before income taxes ($4,523,000). This is divided between income taxes 

($2,169,000), dividends paid to stockholders ($1,494,000), and profits 

retained in the business to finance expansion ( $860,000). 
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It is possible to take the information contained in the income statement 

and reorganize it in such a way as to bring out the firm’s contributions to 

national product and income. Such a reorganization for the Excelsior Elec¬ 

tronics Corporation is presented in Table 2—4, which contains exactly the 

same information as Table 2-3 organized in a different way. 

Looking first at the right-hand side of Table 2-4, which shows the sources 

of our company’s productive contribution, we note that the company pur¬ 

chased materials from other firms in the amount of $16,127,000. In addi¬ 

tion, a number of its other expense items are assumed to represent purchases 

of goods or services from other firms, including $497,000 for traveling 

expenses, $376,000 for office supplies, $1,845,000 for gas, water, electricity, 

and fuel, $237,000 for telephone and telegraph service, and $131,000 for 

insurance. Thus, altogether it purchased goods and services amounting to 

$19,213,000 from other firms. Applying the labor services of its employees, 

the use of its equipment, and its technical skill. Excelsior Electronics, in 

effect, processed these purchased goods and services into products which it 

was able to sell for $32,347,000 and in addition it increased its inventories 

by $1,836,000, for a total value of $34,183,000. Thus, it added $14,970,000 

($34,183,000 minus $19,213,000) to the value of the materials and serv¬ 

ices it purchased from other firms. This amount of value added through 

productive activity is a measure of the value of the firm’s production. If we 

were to compute the value added of each economic unit in which productive 

activity is carried on and add these amounts together, we would obtain the 

GNP. Thus, we may say that this amount of $14,970,000 is the gross 

product of the Excelsior Electronics Corporation or its contribution to GNP. 

If we were to consolidate accounts corresponding to the sources side of 

Table 2-4 for all business firms in the economy, we would find that in the 

consolidation, the amounts of purchases from other firms would cancel out 

an equivalent amount of sales (since the purchases of materials by all firms 

must necessarily be equal to the sales of materials of all firms). Thus, sales 

and purchases of materials for further processing between firms would both 

be eliminated and we would be left with only the sales to consumers, to 

business for fixed capital investment, to foreigners, and to the government, 

together with the change in inventories. Thus, the consolidation of the 

sources sides of all the accounts would give us the total product produced by 

the business sector as the sum of expenditures on this product. 

The left-hand or allocations side of Table 2-4 shows how the value 

created as a result of the activities of the Excelsior Electronics Corporation 

was distributed or allocated. This side of the table includes all of the 

remaining items from Table 2-3 that were not used in the construction of 

the sources side of Table 2-4. Thus, of the $14,970,000 of value created by 

the company, $1,284,000 was set aside to cover depreciation on its plant, 

equipment, and tools; $723,000 was paid in property taxes; $37,000 went 

for charitable contributions; $16,000 to cover losses on bad debts; 
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$6,124,000 was paid to employees as wages and salaries; $721,000 was paid 
as commissions and bonuses; $1,498,000 was paid as rent on property or 
royalties on patents, etc.; and $264,000 was paid as interest There are two 
negative items, subsidies received from the government of $188,000 and 
interest income of $32,000. These items are entered with negative signs 
because instead of using up value created by operations, they actually 
provide supplementary sources of funds to be allocated. The remaining item, 
representing the difference between total revenue and total expenses, is the 

TABLE 2-5 

Contributions of Excelsior Electronics Corporation to Various National 
Product and Income Aggregates, Calendar Year 1968 

(in thousands) 

Composition 
(J.tem Numbers 

Contribution to from Table 2-3) Amount 

Gross National Product. .Value added* $14,970 
Less: Capital consumption allowances. . 17 1,284 

Net National Product. $13,686 
Less: Indirect business taxes. . 18 723 

Business transfer payments. . 16+25 53 
Plus: Subsidies minus current surplus of 

government enterprises. . 21 188 

National Income. $13,098 
Compensation of employees. . 8 + 9 6,845 
Proprietors' income. 
Rental income of persons. . 15 1,498 
Corporate profits. . 26 4,523 
Net interest. . 24-22 232 

* See calculations on the “Sources” side of Table 2-4. 

profit of the company before taxes, which amounts to $4,523,000, just 
sufficient, of course, to make the two sides of the table balance. 

In Table 2-5, the material from Tables 2-3 and 2-4 is reorganized into 
categories corresponding to the items in the national income and product 
accounts in order to show the contributions of the Excelsior Electronics 
Corporation to the various national product and income aggregates. Its 
contribution to GNP is, of course, the amount of its value added, as 
explained above. Its contribution to capital consumption allowances is its 
depreciation charges of $1,284,000, its contribution to indirect business 
taxes is its property taxes of $723,000, and so on. The second column gives 
the numbers of the items from Tables 2-3 and 2-4 which are contained in 
each item of Table 2-5. It is apparent that the contribution to national 
income can be derived in two ways: one, by starting from the contribution to 
gross national product and making the adjustments already discussed; and 
the other, by adding together the contributions of the company to the 
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different components of income. There is, of course, no statistical discrep¬ 

ancy shown in Table 2-5, because we are working with accounts that 

balance exactly, so that the two estimates of national income must necessar¬ 

ily be equal. 

The value added of a governmental unit may also be computed. This is 

done by taking the total purchases of goods and services by the unit and 

subtracting the amount of its purchases from business. When this is done, 

the remainder represents the amount paid by the government to its own 

employees. Thus, the gross product of government in the accounts is merely 

the value of the services of government employees as measured by the 

salaries they receive.21 

Although the calculation of the values added by individual units and the 

summation of these figures is not a practical procedure for computing the 

national totals, it is of considerable pedagogical value as a means of bringing 

out the logic of the national income accounting system. The Department of 

Commerce prepares estimates of the gross product and national income by 

industries and sectors of the economy. For example, the estimates for 1968 

of the gross product of the four basic sectors are as follows (amounts in 

billions): 

Household sector.$ 25-2 
Business sector. 740.6 

Rest-of-the-world sector. 4.7 

Government sector. 95.2 

Gross National Product.$865.7 

The product of the household sector is mainly the value of the services of 

paid domestic employees. The product of the rest-of-the-world sector consists 

of the pay of permanent United States residents employed in the United 

States by foreign governments and international organizations, together with 

the net inflow of interest and dividends on investments by United States 

residents in foreign countries. 

21 This is true of general government activities. However, government-owned enter¬ 

prises (e.g., a municipally owned electric power plant) which sell their products or 

services in the market are handled in the national accounts in a manner very similar to 

private business enterprises. The handling of general government activities involves a 

number of problems which are discussed in Chapter 3. 



Chapter 

3 

THE NATIONAL INCOME AND 

PRODUCT ACCOUNTS: II 

In the previous chapter, we developed the three basic ap¬ 

proaches to the national accounts and explained the GNP, the national 

income, and the relation between these concepts. In this chapter, we shall 

explain two other frequently used income concepts, personal income and 

disposable personal income, and then discuss certain other aspects of the 

national income and product accounts, including some of the problems that 

are encountered in their construction. 

PERSONAL INCOME 

As we have seen, national income is the total amount of income earned as 

a result of productive services rendered in producing current output. For 

some purposes, however, we may be interested in the amount of income 

received by households. Income received and income earned are not the 

same. Some incomes are earned but not currently received, while some 

incomes are received which are not earned through current productive 

activity. The amount of income effectively received by the household sector 

is called personal income. Personal income can be derived from national 

income by (1) adding elements of income received but not earned, and (2) 

deducting elements of income earned but not received. The following table 

presents the derivation of personal income from national income for 1968 

(amounts in billions): 

National Income.$714.4 

Less: Corporate profits tax liability. 41.3 

Undistributed corporate profits. 26.7 

Corporate inventory valuation adjustment. —3.2 

Contributions for social insurance. 47.0 

Wage accruals less disbursements. 

Plus: Government transfer payments to persons. 55-8 

Interest paid by government (net) and by 

consumers. 26.1 

Business transfer payments. 3.4 

Equals: Personal Income.$687.9 

42 
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Corporate profits and inventory valuation adjustment ($87.9 billion) 

consists of four parts (see Table 2-2, page 31): (1) corporate profits tax 

liability, $41.3 billion; (2) undistributed corporate profits, $26.7 billion; 

(3) corporate inventory valuation adjustment, $—3.2 billion; and (4) 

dividends, $23.1 billion. The entire amount—i.e., all four parts—is included 

in national income, but the only part that is actually distributed to house¬ 

holds is dividends. Consequently, the other three parts must be subtracted 

out in the process of adjusting national income to get personal income; that 

is, they represent elements of income earned but not received by households. 

That is the reason for the first three deductions in the above table.1 

Contributions for social insurance, which include both employer and 

employee contributions (payroll taxes) in connection with the federal Old 

Age and Survivors Insurance program, the federal disability insurance pro¬ 

gram, and the Medicare program, as well as federal and state unemployment 

compensation plans, are deducted because they are included in national 

income as part of employee compensation but are siphoned off directly to 

the government and not received by the workers.2 

Turning to the amounts to be added in adjusting national income to get 

personal income, government transfer payments to persons are payments by 

governmental units to the household sector for which the government 

receives no current services in return. These include social security benefits 

—old age, disability, medical care, and unemployment compensation—relief 

payments, pension payments to retired government employees, veterans’ 

benefits, and so on. Since no current services were rendered in return for 

these payments, they are not included in national income, but since they do 

represent payments currently received by households, they are included in 

personal income.3 

Interest paid by government {net) and by consumers is not included in 

national income, since it is not regarded as payment made in return for 

1 An alternative way of making the adjustment that is more frequently used is to 
deduct the entire amount of corporate profits and inventory valuation adjustment 
($87.9 billion) and add dividends ($23.1 billion). 

2 It may be noted that it is not necessary to deduct contributions to private pension 
and welfare funds for the reason that these funds are included, for lack of a better place 
to put them, in the household sector of the accounts. 

Wage accruals less disbursements (which was zero in 1968) is an unimportant 
item. Not all wages that are earned and therefore included in national income need 
necessarily be received during the period. (For example, the period may end on 
Wednesday while the wages of some employees will not be paid until Friday). Wages 
earned but not received are deducted from national income to get personal income. 
The adjustment will be negative if the amount of wages earned but not received declines 
between the beginning and end of the period, since this means that employers disburse 
more wages than are earned in that period. However, the adjustment is always small and 
frequently is zero. 

3 It may be noted that, since private pension funds are included in the household 
sector, employer contributions and property income (interest, dividends, etc.) received 
by these funds are included in personal income. Benefit payments made to households 
by these funds are canceled out as constituting transfers within the household sector and 
do not show up in the national income and product accounts. 
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contributions made by property to current production. That is, these pay¬ 

ments are deducted from total interest payments to arrive at net interest, 

which is included in national income (see Table 2—2, page 31). However, 

since interest payments by government and by consumers are received by 

households, either directly or through intermediary channels, they have to be 

added to national income in the process of deriving personal income. In 

other words, like government transfer payments to persons, they are treated 

as income received by households but not earned. 

The reasons for excluding interest paid by government and consumers 

from national income need to be spelled out. In the first place, not all 

borrowing by government and consumers is for the acquisition of capital 

assets that contribute to current production. Governments may borrow to 

cover current running expenses, such as the payment of the salaries of police 

and other public servants, and funds borrowed by the federal government 

have often been used to purchase military equipment which is not produc¬ 

tive in any direct sense and much of which, in any case, is not yielding any 

current flows of services since it was destroyed in the process of fighting past 

wars. Consumers borrow to buy goods classified as nondurable, such as 

clothing, and to pay for services, such as travel costs of going on vacations. It 

is true that much government borrowing is for the purpose of financing the 

acquisition of durable assets, such as schools and highways, which do yield 

continuing flows of valuable services; and consumers similarly borrow to 

purchase durable goods, such as automobiles and household goods, which 

likewise provide flows of services as they are used.4 However, unlike invest¬ 

ments by business concerns in plant and equipment, these acquisitions of 

durable assets by government and by consumers are not treated as invest¬ 

ment in the national income accounts. Since business concerns sell their 

output on the market, the profits they make, together with their interest 

payments, provide a market-determined measure of the return on their 

investment that can be included in national income. Government and 

consumers, however, do not sell in the market the services that are produced 

by such capital assets as schools, highways, automobiles, and household 

goods, so the market provides no measure of the return on their investments. 

What ideally should be done is to estimate or impute a value to the flow of 

services from government and consumer capital to be included in national 

income. It is distinctly a defect in the national income accounts that this is 

not done. However, there is judged to be insufficient basis for arriving at a 

market value for the services of government and consumer assets to justify 

such estimates.5 

4 Of course, governments sometimes use current tax revenues to pay for durable 

productive assets, and consumers purchase durable goods out of current income. 

5 It should be pointed out that houses are handled in a different way from other 

household durable goods. Houses, even though occupied by their owners, are treated as a 

form of investment and a return from owner-occupied houses is estimated and included 

in the national income accounts. Indeed, owner-occupied houses are treated as business 

concerns and are included in the business sector of the economy. Interest payments on 
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It would be possible to use government and consumer interest payments 

as a measure of the return to government and consumer capital. For reasons 

indicated above, however, this would not be satisfactory, since changes in 

such interest payments would not necessarily reflect changes in the produc¬ 

tive contributions of capital. If business interest costs rise sharply in a way 

that does not reflect an increase in the contribution of business capital, 

profits will decline since interest is deducted as an expense in computing 

profits. In the case of government and consumers, however, in the absence of 

an independent measure or estimate of the return on capital, there is no 

similar protection against the effects of erratic fluctuations in interest pay¬ 

ments. Although there is some controversy concerning the treatment of 

interest payments by government and consumers, in view of the difficulties 

involved it is the prevailing judgment that they should be excluded from 

national income, as is the current practice of the Department of Commerce.6 

Business transfer payments, as we have seen, are payments (including 

charitable contributions, bad debt losses, etc.) by the business sector to the 

household sector for which no current productive services are rendered. 

Hence, they are not included in the national income. However, they are 

receipts of the household sector and therefore are included in personal 

income.7 

Personal income may be obtained by adjusting national income by means 

of the deductions and additions just discussed. It may also be obtained 

directly by adding together the various kinds of income received by house¬ 

holds. For 1968, the calculation is as follows (in billions): 

Wage and salary disbursements.$465.0 

Other labor income. 24.2 

Proprietors’ income. 63.8 

Rental income of persons. 21.2 

Dividends. 23.1 

Personal interest income. 54.1 

Transfer payments. 59.2 

Less: Personal contributions for social 

insurance. 22.6 

Personal Income.$687.9 

mortgage debt incurred by households for the purchase of houses are therefore treated as 
business interest payments and included in the national income. See the discussion on pp. 
57-59. 

6 Prior to the revisions in the national income accounting system reported in the 
Department of Commerce Survey of Current Business, August 1965, interest payments 
by consumers—but not by government—were included in national income. The 
abandonment of this practice caused substantial revisions in national income estimates 
for earlier years. For this as well as other reasons, national income and product estimates 
published prior to August 1965 are not consistent with estimates published after that 
date. The student is therefore cautioned not to use the earlier data. 

7 Business transfer payments are charged as expenses against current output by 
business firms in computing their profits. Hence, as we have seen, they are included in 
GNP, deducted from GNP to get national income, and then added back in to get 
personal income. Government transfer payments, on the other hand, are not included 
in either GNP or national income. 
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Wage and salary disbursements plus other labor income, which includes 

(see Table 2—2, page 31) employer contributions to private pension and 

welfare funds ($20.1 billion) and other supplements to wages and salaries 

($4 billion), represents the portion of compensation of employees that is 

actually received by the household sector. All of the income of unincorpo¬ 

rated businesses (proprietors’ income and rental income of persons) is 

treated as being received by the household sector. This leads to a peculiarity 

in the estimate of personal saving which is discussed below.8 Personal 

interest income includes net interest ($28.0 billion), which is included in 

national income (see Table 2—2), plus interest paid by government (net) 

and by consumers ($26.1 billion), which is added in the process of moving 

from national income to personal income. Transfer payments includes gov¬ 

ernment transfer payments to persons ($55.8 billion) plus business transfer 

payments ( $3-4 billion). 

Employer contributions for social insurance ($24.4 billion), which are 

included in compensation of employees in national income (see Table 2-2), 

are not included in building up personal income. However, personal (i.e., 

employee) contributions for social insurance ($22.6 billion) are included as 

part of the wage and salary disbursements component of personal income. 

But since employee contributions are usually deducted from employees’ 

paychecks by their employers who then remit them to the government, these 

amounts are not actually received by employees, and they are therefore 

deducted in the computation of personal income. 

The concept of personal income is rendered a bit fuzzy by the fact that a 

substantial portion of personal income taxes on wage and salary income is 

deducted at the source—that is, employers deduct taxes from their employ¬ 

ees’ wages and remit these taxes directly to the government Consequently, 

personal income does not really measure the amount of income actually 

received by households. Moreover, there are further tax liabilities that must 

be met out of the income after it is received so that consumers are not free to 

spend all of it. Despite these shortcomings, personal income is one of the 

most important income measures, chiefly because it is the only major income 

concept that is capable of being estimated with reasonable accuracy on a 

monthly basis. The monthly estimate of personal income, which constitutes 

a reasonably satisfactory index of the current flow of purchasing power to 

consumers, is one of the major indicators of the current state of the economy 

and is accordingly widely reported and discussed in the newspapers. 

Personal income may be either smaller or larger than national income. In 

the Great Depression of the 1930’s, personal income was larger than 

national income in every year from 1930 through 1939. Since that time, 

personal income has been smaller than national income each year. In periods 

of declining business activity, national income tends to drop more than 

8 See pp. 48-49. 
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personal income, because corporate profits usually drop sharply and social 

security contributions drop with declining payrolls, while dividends are 

usually maintained fairly well and government transfer payments for relief 

and unemployment compensation increase. 

DISPOSABLE PERSONAL INCOME 

Disposable personal income is the amount of income available to the 

household sector for spending and saving after taxes have been paid. It is 

computed by subtracting personal tax and nontax payments from personal 

income. This calculation for 1968 is as follows (amounts in billions): 

Personal income.  $687.9 

Less: Personal tax and nontax payments. 97.9 

Equals: Disposable Personal Income.$590.0 

Personal tax and nontax payments includes taxes paid by individuals 

(mainly, personal income taxes and taxes on nonbusiness property) to¬ 

gether with fees paid to government for specific services. Tax refunds are 

deducted at the time the refunds are paid. 

Disposable personal income is the income concept that is most widely 

used in studies of household behavior, since it is the amount which house¬ 

holds are more or less free to use as they please.9 That is, it is the amount of 

income available for spending or saving. The spending of households out of 

disposable personal income is designated as personal outlays and is subdi¬ 

vided under the following three headings: personal consumption expendi¬ 

tures, which includes spending on currently produced goods and services and 

is a major component in building up GNP from the expenditure side; 

interest paid by consumers, which, as explained above, is excluded from 

GNP and national income; and personal transfer payments to foreigners. 

This last item includes gifts made by households, whether in money (such as 

remittances of immigrants from Europe to their families back home) or in 

kind (such as CARE packages distributed to poor families abroad). All such 

transfer payments are treated as though households gave money to the 

foreign recipients and the recipients used the money to buy goods and 

services in the United States. Thus, the purchases are reflected in GNP from 

the expenditure side through net exports rather than through personal 

consumption expenditures.10 The allocation of disposable personal income in 

1968 was as follows (amounts in billions): 

9 Of course, households have debt payments and other contractual or semicontractual 

obligations to meet, so that they do not have complete freedom even in the use of 

"disposable” income. 

10 Prior to the 1965 revisions of the account, personal remittances to foreigners in 

cash and in kind were included in personal consumption expenditures. For a discussion, 

see the Survey of Current Business, August 1965, pp. 10-12. 
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Disposable Personal Income. $590.0 

Less: Personal outlays. 551.6 

Personal consumption expenditures.$536.6 

Interest paid by consumers. 14.2 

Personal transfer payments to foreigners. 0.8 _ 

Equals: Personal Saving. $ 38.4 

Personal saving is thus computed as a residual—that is, it is the difference 

between disposable personal income and personal outlays. Since it is small in 

magnitude relative to the two quantities whose difference it is, personal 

saving is estimated somewhat less dependably than many of the other 

components of national income and product; that is, relatively small errors 

in either disposable personal income or personal outlays will produce pro¬ 

portionately larger errors in personal saving.11 

One important peculiarity of personal saving is that it includes the saving 

of unincorporated business enterprises as well as the saving of households. 

This is because of the great difficulty of separating satisfactorily the accounts 

of unincorporated business enterprises from those of their owners. The 

profits of unincorporated enterprises are included in national income. If 

the necessary information were available, it would be desirable to deduct the 

portion of these profits that was retained in businesses from national income 

in the process of obtaining personal income, thus leaving in personal income 

only that part of unincorporated business profits that was actually with¬ 

drawn from such businesses by their owners. This procedure, if it could be 

adopted, would parallel the treatment accorded corporate profits, as indi¬ 

cated above. But the information is not available, and consequently no 

deduction is made for retained profits of unincorporated businesses in adjust¬ 

ing national income to obtain personal income. Thus, as was noted in our 

earlier discussion, the full amount of profits of such enterprises is included in 

personal income.12 Taxes on unincorporated business profits, which are 

directly subject to the personal income tax, are included in personal tax and 

nontax payments, and deducted from personal income to get personal 

disposable income. However, the full amount of aftertax profits of unincor¬ 

porated enterprises is included in personal disposable income, and conse¬ 

quently when personal outlays are deducted from personal disposable in¬ 

come, the resulting figure, which we call personal saving, contains the 

saving in the form of retained earnings of unincorporated enterprises. This is 

important to remember in studying behavioral relationships, since the fac- 

11 Suppose, for example, that the true values are disposable personal income $300 

billion, personal outlays $280 billion, and personal savings $20 billion. If the estimate 

of disposable personal income is 1 percent too large, or $303 billion, while the estimate 

of personal outlays is 1 percent too small, or $277.2 billion, the estimate of personal 

saving will be $25.8 billion, which is 29 percent too large. 

12 See p. 46 above. 
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tors determining the saving of unincorporated businesses are probably some¬ 

what different from those determining the saving of individuals. 

THE GOVERNMENT SECTOR ACCOUNTS 

It will be useful at this point to bring together the various government 

receipts and expenditures, most of which we have already discussed. The 

information for 1968 is shown in the accompanying table (amounts in bil¬ 

lions ): 

Federal 

Government 

State 

and Focal 

Governments Total 

Receipts.. .$176.3 $106.2 $264.1 

Personal tax and nontax receipts. .$ 79.5 18.4 97.9 

Corporate profits tax accruals. 

Indirect business tax and nontax 

. 38.3 3.0 41.3 

accruals..... . 18.0 59.9 77,9 
Contributions for social insurance. . 40.5 6.5 47.0 

Federal grants-in-aid. 18.3 GO 
Expenditures. .$181.5 $107.6 $270.8 

Purchases of goods and services. .$ 99-5 $100.7 $200.3 
Transfer payments to persons. . 45.7 10.0 55-8 

Transfer payments to foreigners (net).... .. 2.1 2.1 

Net interest paid. 

Subsidies less current surplus of 

. 11.6 0.3 11.9 

government enterprises... 

Grants-in-aid to state and local 

. 4.2 -3-4 0.8 

governments. 

Surplus or Deficit (—), National 

. 18.3 00 

Income and Product Accounts. .$-5.2 $-1.5 $-6.7 

(a) Since “federal grants-in-aid” under receipts of state and local governments is identi¬ 

cally equal to “grants-in-aid to state and local governments” under expenditures of the fed¬ 
eral government, the amount cancels out and is omitted from both receipts and expenditures 

in calculating the totals for all levels of government. 

As indicated, these accounts show receipts, expenditures, and the surplus 

or deficit separately for the federal government and for state and local 

governments and also the totals for all levels of government taken together. 

The federal government sector account is commonly referred to as the 

"national income accounts budget” or the "NIA budget.” However, there is 

another concept of the federal government budget which is used in the 

official budget documents and which differs in certain important respects 

from the one incorporated in the national income accounts and shown 

here.13 

13 Until recently, there were two concepts of the federal budget in addition to the 

NIA budget that were in general use: the administrative budget and the consolidated 
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There are only two items in the government sector accounts that have not 

already appeared in our discussion. One is federal grants-in-aid to state and 

local governments, which appear as a receipt in the state and local govern¬ 

ment column and as an expenditure in the federal government column. 

These are, as the title indicates, grants made by the federal government to 

state and local governments under a variety of federal programs for the 

purpose of assisting these governments in providing certain types of public 

services. Since they are transfers from one level of government to another, 

they are omitted from both receipts and expenditures in constructing the 

consolidated account for the entire government sector, as shown in the last 

column of the above tabulation. 

The other item that has not yet been discussed is transfer payments to 

foreigners (net), which appears in the federal sector account. This includes 

government nonmilitary grants, both in cash and in kind, calculated on a net 

basis—that is, taking the difference between U.S. government grants to 

foreigners and foreign government grants to the United States. To the extent 

that grants lead to shipments of goods out of the United States, these 

movements of goods appear as exports, thereby increasing the net exports 

component of GNP from the expenditure side. Thus, all grants made in 

kind are entered in exports, and cash grants are reflected in exports to the 

extent that the money is used to purchase goods in the United States. 

Military grants are treated in a different way: they are recorded as federal 

government purchases and are reflected in GNP from the expenditure side 

through this channel—that is, it is the government purchase of the military 

equipment rather than its subsequent transfer to foreign nations that is 

recorded in the accounts. 

cash budget. In 1967, President Johnson appointed a commission to study the formula¬ 
tion and presentation of the federal budget and to make recommendations. In its 
report, issued in October 1967, the commission recommended the adoption of a so-called 
unified budget, differing in some respects from all three of the budgets (administrative 
budget, consolidated cash budget, and NIA budget) then in use. In the interest of 
avoiding the confusion that had been created by the simultaneous existence of three 
different concepts of the federal budget, the commission recommended that henceforth the 
term "budget” be used solely to refer to the new concept it was recommending. [See 
Report of the President’s Commission on Budget Concepts (Washington: U.S. Government 
Printing Office, 1967).} In presenting the budget for the fiscal year 1969 (covering the 
period July 1, 1968, to June 30, 1969), the Bureau of the Budget adopted the new 
budget concept recommended by the commission and sharply deemphasized the use of 
the older concepts. The unified budget differs from the federal sector of the national 
income accounts mainly in showing, under a separate heading, receipts and expenditures 
under various federal lending programs, but there are also a number of other significant 
differences. For purposes of analyzing the impact of the federal government on economic 
activity, it is still necessary to use the federal sector account of the national income and 
product accounting system, and in spite of the strictures of the commission, this account 
will probably continue to be referred to as the "NIA budget.” On the differences between 
the unified budget and the federal sector account, see Budget of the United States Govern¬ 
ment, Fiscal Year 1969 (Washington: U.S. Government Printing Office, 1968), 
Special Analysis B, pp. 473-82. 
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FOREIGN TRANSACTIONS 

We need to discuss further certain aspects of the handling of foreign 

transactions in the national income accounts. We have seen that one of the 

components of GNP from the expenditure side is net exports, which is the 

difference between exports and imports. We now need to develop a slightly 

different concept, net foreign investment, which is equal to net exports 

minus personal and government transfer payments to foreigners. For 1968, 

the relevant information is as follows ( amounts in billions): 

Exports of goods and services. 
Less: Imports of goods and services.. 

Equals: Net exports.. 
Less: Transfer payments to foreigners 

Personal. 
Government.... 

Equals: Net Foreign Investment. 

Net foreign investment is equal to the net increase in claims held by the 

United States against foreign countries. This can be seen by observing that 

the excess of our exports over our imports must be paid for in some form by 

other countries. Payments may be made by foreign shipments of gold to us, 

through an increase in our deposits in foreign banks (if payment is made in 

foreign currencies), through a reduction in foreign deposits in our banks (if 

payment is made in dollars), by our lending to foreigners through purchase 

of their securities or other debt claims, or by our acquisition of equity claims 

(stocks) in foreign business enterprises. Since the United States gold stock is 

treated as a claim against foreign countries (because we can use it at any 

time to buy goods or services abroad), all of these operations serve, on 

balance, to increase our claims against foreign countries in one form or 

another. However, to the extent that our government makes grants to 

foreign countries in the form of money, this increases their claims against us, 

and this amount must be offset against the excess of our exports over our 

imports to arrive at the net increase in our foreign claims. 

The student should note that net foreign investment may be real invest¬ 

ment in very much the same way as investment in domestic plant and 

equipment for industry, in the sense that it may increase our future potential 

income. If we have an export surplus and accumulate foreign claims, the 

profits from direct investment in foreign plants, the interest on foreign 

bonds and loans, and the dividends on investment in foreign stocks will add 

to our future income as a nation and, by permitting us to import more goods 

and services, may contribute to a higher standard of living in the future just 

as investment of resources in the construction of plants and equipment for 

domestic industry would enable us to raise our living standards by producing 

.$0.8 

. 2.1 

$50.6 

48.1 

$ 2.5 

2.9 

$-0.3 
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more at home. Moreover, the accumulation of foreign capital may require 

the use of domestic resources, just as would the construction of plants for 

domestic industry. One way to accumulate more foreign claims is to devote 

more resources to the production of goods for export; another is to produce 

more goods at home to take the place of imported goods, thus permitting 

imports to be reduced. Assuming resources are fully employed to begin with, 

either of these alternatives requires that we reduce the amount of resources 

devoted to some other purpose—say, current consumption—just as would 

the allocation of more resources to domestic investment in plant and equip¬ 

ment 

SAVING AND INVESTMENT 

It will be useful in connection with our later work to collect together at 

this point the various elements of saving and investment. The table showing 

this information for 1968 is as follows (amounts in billions): 

Gross saving.$125.9 

Personal saving.$ 38.4 
Undistributed corporate profits. 26.7 
Capital consumption allowances. 73-3 
Government surplus or deficit (—), national 

income and product accounts. —6.7 
Corporate inventory valuation adjustment. —3.2 
Statistical discrepancy. —2.5 

Gross investment.  .$125.9 

Gross private domestic investment.$126.3 
Net foreign investment. —0.3 

Saving represents the portion of income not used for consumption. 

Personal saving includes net saving by households and unincorporated 

businesses. Undistributed corporate profits is net saving by corporations. 

Capital consumption allowances are amounts set aside out of income to 

cover destruction and depreciation of existing capital assets. It is important 

to notice that gross saving and gross investment are exactly equal. This 

equality is easy—although somewhat cumbersome—to explain. From the 

fact that GNP is equal to the sum of expenditures by the four sectors, we 

can easily derive the following equation: 

Gross national product — Personal consumption expendi¬ 

tures — Government purchases of goods = Gross private (1) 

domestic investment + Net exports of goods and services 

Summarizing the various additions and subtractions that must be made from 

GNP to get, successively, national income, personal income, personal dispos¬ 

able income, and personal saving, we have the following (see Table 3-1 

where all of these adjustments are collected together): 
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Gross national product — Capital consumption allow¬ 

ances — Indirect business tax and nontax liabilities — 

Business transfer payments — Statistical discrepancy + 

Subsidies less current surplus of government enterprises — 

Corporate profits tax liability — Undistributed corporate 

profits — Corporate inventory valuation adjustment — 

Contributions for social insurance + Government transfer (2) 

payments to persons + Net interest paid by government -f- 

Interest paid by consumers + Business transfer payments — 

Personal tax and nontax payments — Personal consumption 

expenditures — Interest paid by consumers — Personal 

transfer payments to foreigners = Personal saving 

Rearranging the terms of this equation (omitting business transfer payments 

and interest paid by consumers, each of which appears once with a minus 

sign and once with a plus sign) and subtracting government purchases of 

goods and services from both sides, we have 

Gross national product — Personal consumption expendi¬ 

tures — Government purchases of goods and services = 

Capital consumption allowances -f- Indirect business tax 

and nontax liabilities -j- Statistical discrepancy — Subsidies 

less current surplus of government enterprises -f- Corporate 

profits tax liability + Undistributed corporate profits + (3) 

Corporate inventory valuation adjustment + Contributions 

for social insurance — Government transfer payments to 

persons — Net interest paid by government + Personal tax 

and nontax payments + Personal transfer payments to 

foreigners + Personal saving — Government purchases of 

goods and services 

We can now set the right-hand side of Equation 1 equal to the right-hand 

side of Equation 3, since the left-hand sides to the two equations are the 

same. This gives us: 

Gross private domestic investment + Net exports of goods 

and services = Capital consumption allowances -f- Indirect 

business tax and nontax liabilities + Statistical discrepancy 

— Subsidies less current surplus of government enterprises 

+ Corporate profits tax liability + Undistributed corporate 

profits + Corporate inventory valuation adjustment + Con- (4) 

tributions for social insurance — Government transfer pay¬ 

ments to persons — Net interest paid by government + Per¬ 

sonal tax and nontax payments + Personal transfer 

payments to foreigners + Personal saving — Government 

purchases of goods and services 
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Subtracting government transfer payments to foreigners from both sides and 

collecting-together the government receipt and expenditure items on the 

right-hand side, we obtain the following: 

Gross private domestic investment + (Net exports — Gov¬ 

ernment transfer payments to foreigners — Personal transfer 

payments to foreigners) = Personal saving + Undistributed 

corporate profits + Capital consumption allowances + Cor¬ 

porate inventory valuation adjustment + Statistical dis¬ 

crepancy + (Indirect business tax and nontax liability -f- 

Corporate profits tax liability + Contributions for social (5) 

insurance + Personal tax and nontax payments — Govern¬ 

ment purchases of goods and services — Subsidies less cur¬ 

rent surplus of government enterprises — Government trans¬ 

fer payments to persons — Government transfer payments to 

foreigners — Net interest paid by government) 

Since the items enclosed in parentheses on the left-hand side are equal to net 

foreign investment and those enclosed in parentheses on the right-hand side 

are equal to government surplus or deficit, income and product account, this 

expression simplifies to 

Gross private domestic investment + Net foreign invest¬ 

ment = Personal saving + Undistributed corporate profits 

+ Capital consumption allowances -f- Government surplus (6) 

or deficit, national income and product accounts -f- Corporate 

inventory valuation adjustment + Statistical discrepancy 

This is the relationship shown in the above table of gross saving and 

investment. Since the corporate inventory valuation adjustment is merely a 

technical correction and the statistical discrepancy represents errors in data 

and estimating procedures, the essence of this equation is that gross saving 

(personal saving, gross business saving, and net saving through the govern¬ 

ment budget) equals gross investment (gross investment by domestic busi¬ 

ness concerns and net investment in foreign claims). 

It can be seen from the above derivation that gross saving equals gross 

investment simply because each of them is equal to unconsumed output— 

i.e., the difference between gross national product and the sum of personal 

consumption expenditures and government purchases of goods and services. 

This is the ex post identity between saving and investment to which we shall 

again turn our attention later in this book. As we shall see, however, there is 

another sense in which saving may differ from investment; in fact such 

differences will play an important role in our later analysis.14 

Table 3-1 shows the national income and product accounts, organized 

along the lines of our discussion, for selected years from 1929 to 1968. 

14 See Chapter 5. 
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SOME SPECIAL PROBLEMS 

A number of problems which require special treatment arise in the 

process of the construction of a satisfactory system of national income and 

product accounts. Some of these were dealt with in the course of our earlier 

discussion, but several significant problem areas remain to be discussed. 

Inventory Valuation Adjustment 

In general, capital gains and losses are excluded from the national income 

and product accounts. These are gains or losses that arise purely out of 

changes in the market value of existing property. For example, a person who 

holds shares of General Motors stock or residential property will benefit if 

these assets rise in value and will be hurt if they decline in value. Such a 

gain or loss is said to be "realized” if the owner actually sells the asset on the 

market at a higher or lower price than that at which he bought it. Gains or 

losses of this kind are omitted from the national accounts whether they are 

realized or not. The reason for this is that the purpose of the accounts is to 

measure production, and it is clear that incomes that take the form of capital 

gains or losses do not reflea any addition to current output. 

There is one place where elements that are essentially capital gains or 

losses tend to get into the accounts and have to be removed. This is in 

conneaion with the valuation of changes in inventories. Consider a situation 

in which prices rise substantially during the year. At the beginning of the 

year, businessmen have in stock materials which were purchased at the 

relatively low prices prevailing in the previous year. As they process these 

materials into finished products during the year, they use up the materials 

and charge them to expenses at the low prices. When they sell their final 

products at the higher prices that develop as the year progresses, their profits 

appear to be high due to the low-appearing costs and the high prices. 

However, when they restock their supplies of materials, they have to pay the 

higher prices for these materials. Their profits for the year are overstated, 

because they are harvesting what are, in effect, capital gains resulting from 

the rise in prices between the time they bought the materials and the time 

they sold the finished goods. The increase in inventory stocks during the year 

is also overstated or the decrease understated. In a year in which prices are 

falling, exactly the opposite tendencies appear: that is, profits are under¬ 

stated, and the increase in inventories is understated or the decrease over¬ 

stated, as the case may be. If the price level undergoes successive rises and 

falls of approximately equal magnitude, the main effect of this phenomenon 

is to redistribute profits over time, making them appear too high in periods 

of rising prices and too low in periods of falling prices. However, if the price 

level rises or falls more or less steadily, profits are consistently overstated or 

understated. 
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In the national income accounts, an effort is made to eliminate fictitious 

inventory profits or losses by means of an inventory valuation adjustment. 

The Department of Commerce estimates the physical change in inventory 

stocks and values this change at the average prices that prevailed during the 

year. The inventory valuation adjustment is obtained by subtracting the 

estimated change in the value of inventories as shown on the books of 

business from the estimated change in value obtained by multiplying the 

physical change in inventory stocks by the average price for the year.15 

The inventory valuation adjustment is added to the change in business 

inventories as estimated from business records, and it is also added to 

business profits. Thus, the value of the change in inventories, which enters 

into the gross national product from the expenditure side, is adjusted and so 

is the estimate of business profits which enters into national income from the 

income side. This double correction preserves the consistency between the 

estimates of gross national product and national income. When prices rise, 

the inventory valuation adjustment will be negative (due to the way it is 

computed) so that the addition of it will reduce profits and the change in 

business inventories. 

The inventory valuation adjustment is computed separately for corpora¬ 

tions and unincorporated businesses. In the calculation of gross saving and 

investment (see table on page 52), it is necessary to add the corporate 

inventory valuation adjustment explicitly to the saving side. This is because 

it is not reflected in corporate retained earnings (which are as estimated 

directly from corporate records) while it has already been incorporated in 

the estimate of the inventory component of gross private domestic invest¬ 

ment. Thus, it is necessary to add the corporate inventory valuation adjust¬ 

ment on the saving side in order to maintain the equality between gross 

saving and gross investment. The inventory valuation adjustment for unin¬ 

corporated enterprises, on the other hand, is reflected in personal saving, so 

no specific adjustment is necessary for this.16 

Imputations 

For the most part, the transactions included in the national income 

accounts reflect purchases and sales of goods and services for money, or 

other monetary transactions. However, some transactions in kind are in- 

15 To take a simple example, suppose a business held an inventory of a certain 
product of 100 units valued at $1 per unit for a total book value of $100 at the beginning 
of the year, while at the end of the year it held. 150 units valued at $2 a unit for a value 
of $300. Thus, the increase in book value during the year would be $200. Suppose, 
however, that the average price during the year was $1.50. The increase in physical 
inventory was 50 units, which at a unit value of $1.50, amounts to $75. In this case, 
the inventory valuation adjustment would be $—125 ($75 — $200 = $—125). 

16 The inventory valuation adjustment involves some complexities not discussed here 
due to the fact that there are various methods used by business to value inventories. See 
the Department of Commerce, National Income: A Supplement to the Survey of Current 
Business, 1954 edition, pp. 44-45. 
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eluded, such as payments for labor services—as when a farmer provides 

board and lodging to a farm worker. The estimated monetary value of farm 

produce consumed on farms is included. 

Some rather complex procedures are employed in handling residential 

housing. As we have seen, expenditures on new housing are included in 

gross private domestic investment. Depreciation of the existing stock of 

houses is included in capital consumption allowances. To the extent that 

houses are rented by their occupants from their owners, the payments of rent 

are included in personal consumption expenditures, and the net rental 

income after expenses is included in national income. In the case of owner- 

occupied houses, the rental is estimated or imputed on the basis of market 

rental information for similar houses. The gross imputed rent of owner-oc¬ 

cupied houses is included in personal consumption expenditures (and 

thereby in the gross national product), and the net imputed rental is 

included in national income, personal income, and disposable personal 

income. Depreciation on owner-occupied houses is included in capital con¬ 

sumption allowances. In other words, the treatment is as though the owner- 

occupants paid themselves rent—i.e., they are treated like landlords and 

included in the business sector of the economy. Accordingly, interest paid on 

home mortgages is treated as business interest payments and is therefore 

included in national income—in contrast to interest paid by consumers, 

which, as explained earlier, is excluded.17 

Consumer durable goods other than houses—that is, automobiles, furni¬ 

ture, electric appliances, etc.—are treated differently. Purchases of these 

items are treated as consumption, whereas purchases of houses are treated as 

investment and as a use of consumer saving. When automobiles are rented 

through drive-it-yourself agencies, the payments made are treated as per¬ 

sonal consumption expenditures in the same way as rental payments for 

houses. But no effort is made to impute a rental value to owner-driven 

automobiles. One reason for the difference between the treatment of houses 

and the treatment of other durable goods is the fact that the practice of 

renting is much more common in the case of housing than in the case of 

other durable goods. For one thing, this means that there is a wealth of 

rental information available on which to base estimates of the rental value 

of owner-occupied houses. For other durable goods, the rental market is so 

small that there is frequently insufficient evidence on which to base reasona¬ 

ble estimates of rental values. More important, however, is the fact that 

when renting is as common as it is in the case of houses, the estimates of 

national income and product could .be distorted significantly by shifts be¬ 

tween rental and owner-occupancy. In the absence of the inclusion of rental 

value of owner-occupied housing, if two people decided to rent each other’s 

houses, the national income and product would rise. If there was a trend—as 

17 See the discussion on pp. 43—45 and in footnote 5. 
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there has been—toward more and more owner occupancy, the growth in 

national income and product would be understated In the case of other 

durable goods, the rental market is so small that distortions of this sort are 

of little significance. 

Nevertheless, it would be desirable to treat other consumer durable goods 

as capital goods, include them in investment, and impute a value to the flow 

of services they render to their owners, provided a satisfactory method could 

be found for doing this. In principle at least, this method of treatment would 

permit us to judge better the effects on human welfare of changes in 

economic conditions. For example, in a severe depression, such as occurred in 

the I930’s, the drop in national income overstates the decline in welfare, 

because it reflects the sharp drop in the production and purchase of con¬ 

sumer durable goods but it fails to make allowance for the fact that the 

existing stock of consumer durables continues to supply a flow of services to 

its owners. 

Another area where imputation would be desirable but where it is 

impracticable due to the absence of a satisfactory basis for estimation is the 

case of the services rendered by housewives in the home. Services of paid 

domestic servants are included in the national product, which has led to the 

frequent observation that when a man marries his housekeeper the national 

income declines. Inability to deal effectively with this problem may intro¬ 

duce distortions into the estimates, since, for example, to the extent that 

there is an increasing tendency to eat meals out, have laundry done commer¬ 

cially outside the home, and so on, the growth of the national income and 

product may be significantly overstated. 

Numerous imputations of interest and other payments that do not actu¬ 

ally occur are necessary in the treatment of financial institutions. For exam¬ 

ple, proper handling of commercial banks requires the imputation of interest 

payments by the banks to holders of checking deposits and of additional 

payments of service charges to the banks by these depositors.18 

Handling of Government Activity 

The valuation of the services of government in the accounts involves 

some serious difficulties and the present method of handling it leaves 

something to be desired. For one thing, as we have already noted, no 

allowance is included for the value of the services of government-owned 

capital. Thus, the government’s contribution to the national product (its 

"value added”) is simply the value of the services of government employees. 

Moreover, it should be noted that these services are valued at what the 

government pays for them, whereas the other components of the national 

18 The problems involved in dealing with commercial banks and other financial 
institutions are too complex to be treated extensively here. See National Income: A Supple- 
inent to the Survey of Current Business, op. cit., pp. 46-48. 
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product are valued at what the producing unit sells them for on the market. 

Such a method of valuation is, of course, impossible in the case of govern¬ 

ment since it does not offer its product for sale. In any case, however, the 

same market test is not applied to government services that is applied to 

other goods and services in the economy, and the valuations placed on 

government services and other products are accordingly not entirely compa¬ 

rable. 

Another difficulty is that all government services are treated as final 

products, whereas in fact some of these services are rendered to the business 

sector and thus aid business in producing its output. To the extent that this is 

the case, the national product is overstated because, in effect, the value of the 

government service is double-counted—once as a product in itself and again 

as a component of the business output that it helps to produce. To deal with 

this problem, it would be necessary to impute to the business sector some 

charge for the value of the services it receives from government. That is, in 

addition to deducting purchases of materials from other firms in computing 

the gross product or value added of a business firm, we should make an 

additional deduction for "purchases” of services from the government. This 

would reduce the business sector’s product and correct the double-counting. 

However, no feasible or defensible way of estimating or imputing such a 

charge has been found. In general, there is little relation between the taxes 

paid by a business and the value of the services rendered by government to 

that business—with the possible exception of areas, such as highway con¬ 

struction, where the benefit principle of taxation is employed. Thus, in 

general, it is not appropriate to treat taxes paid by business as payments for 

government services and deduct them from sales receipts in computing the 

gross product of the firm. 

QUARTERLY ESTIMATES AND SEASONAL ADJUSTMENTS 

In addition to annual estimates of national income and product, the 

Department of Commerce prepares estimates for each quarter of the year. 

These quarterly estimates are very useful, and they have some features that 

deserve brief discussion. 

In their most useful form the quarterly estimates are presented as season¬ 

ally adjusted quarterly totals at annual rates. To see what this concept 

means, let us consider an example. For the fourth quarter of 1962, the 

unadjusted GNP was estimated to be $151.5 billion. This is, of course, the 

estimated total gross output during that quarter. To convert it to an annual 

rate, we merely multiply by four, which gives us $606 billion. This is 

desirable because it permits us to compare annual and quarterly information 

—that is, we can, if we wish, compare the rate of production in the fourth 

quarter of 1962 with, let us say, the rate for the entire year 1962. However, 

there is another problem which arises from the existence of a rather strong 
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seasonal pattern of variation in GNP. For example, there is a normal 

tendency for GNP to rise noticeably in the fourth quarter of the year, as 

business activity builds up to a crescendo around Christmas time. On the 

other hand, activity tends to fall off in the first quarter of the year due partly 

to the rigors of winter weather. Unless some adjustment was made in the 

estimates of GNP, it would therefore be difficult to make meaningful 

comparisons between the fourth quarter of a year and the first quarter of the 

next year. If we found that GNP declined from the fourth to the first 

quarter, we would not know how to interpret this fact—that is, we would 

not know whether it might indicate, let us say, the beginning of a serious 

decline in business activity or whether it merely reflected the usual seasonal 

ebb that can be expected each year in the first quarter. 

In order to deal with this problem, the Department of Commerce con¬ 

structs indices of seasonal variation and uses them to remove this variation 

from the quarterly statistics. For example, on the basis of behavior in past 

years, the Department estimated that as a result of normal seasonal influ¬ 

ences, the GNP in the fourth quarter of 1962 could be expected to be 5.94 

percent above the average for the year, or that the seasonal index for that 

quarter was 1.0594. To remove the seasonal variation, the estimated GNP is 

divided by this seasonal index. When this is done, the estimated GNP after 

adjustment for seasonal variation, expressed as an annual rate, is $572 

billion (606 -f- 1.0594). This estimate can now be compared with reasona¬ 

ble confidence with the annual estimates for 1962 or other years and with 

other quarters such as the first quarter of 1963.19 

Quarterly estimates expressed as seasonally adjusted annual rates are 

available for GNP, national income, personal income, personal disposable 

income, and the various breakdowns explained in this chapter. In addition, 

monthly estimates of personal income and its major components (wages and 

salaries, dividends, transfer payments, and so on) are available on a season¬ 

ally adjusted annual rate basis. 

USES OF VARIOUS INCOME CONCEPTS 

The national income and product statistics are used for a variety of 

purposes in economics. Which concept is the proper one to employ depends 

upon the nature of the problem one is studying. In our study in this book, 

we shall find the breakdown of the GNP as the sum of expenditures on 

consumption, gross private domestic investment, net exports, and govern- 

19 Before adjustment for seasonal variation, the GNP declined from an annual rate of 
$606 billion in the fourth quarter of 1962 to a rate of $551.2 billion in the first quarter 
of 1963. However, after seasonal adjustment, GNP shows an increase from $572 billion 
in the fourth quarter to $577.4 billion in the first. The seasonal indices were 1.0594 for 
the fourth quarter of 1962 and 0.9546 for the first quarter of 1963. The method used to 
calculate the seasonal indices allows for changes in the seasonal pattern from year to year, 
so that the indices for the four quarters differ from year to year. 



62 • Macroeconomics 

ment purchases of goods and services particularly useful. The reason is 

that this is a useful way to organize the analysis of total demand in the 

economy. Moreover, gross rather than net expenditures provide the better 

measure of the pressure of demand on available resources in the short run. 

That is, demand for capital goods for replacement as well as expansion may 

create employment or, if economic capacity is being fully utilized, may tend 

to drive up prices. 

Other concepts are useful for other purposes, however. In our study of 

consumer behavior, we shall make some use of disposable personal income, 

and when we come to consider long-run growth, we shall make some use of 

net national product. The reason for this latter choice is that it is net rather 

than gross investment that generates added economic capacity and contrib¬ 

utes to growth. However, as noted earlier, the usefulness of the net national 

product and corresponding concept of net investment is impaired by the 

difficulty of distinguishing new investment from replacement and the unsat¬ 

isfactory nature of the accounting measures of capital consumption. 

Not only the choice of concepts but the ideal formulation or content of a 

particular concept may depend upon the problem being studied. For exam¬ 

ple, in studying consumer behavior, it is possible that estimates of disposable 

personal income and personal consumption expenditures would be more 

suitable if they did not contain some of the imputed items that are now 

included in them, such as net rental income from owner-occupied houses 

which is included in disposable personal income and gross imputed rent of 

owner-occupied houses, which is included in personal consumption expendi¬ 

tures. On the other hand, for the study of other problems, such as welfare 

comparisons or the analysis of economic growth, it might be desirable if 

even more imputed elements—such as the imputed flow of services from the 

existing stock of consumer durable goods—were included in the accounts. 

The structure of accounts employed by the Department of Commerce 

represents a compromise which is useful for many purposes but is perhaps 

hardly ideal for any particular use. 

MONEY VALUES VERSUS REAL VALUES 

National income and product are valued at current market prices. Thus, 

variations in the magnitudes of the concepts from year to year or quarter to 

quarter represent a combination of changes in physical quantities and 

changes in prices. This is a serious shortcoming of the accounts for many 

purposes. However, there are methods available for adjusting the estimates 

—or at least portions of them—to take out the variation attributable to 

price changes. In fact, the Department of Commerce makes such adjust¬ 

ments and publishes the adjusted figures for portions of the accounts. 

However, these adjustments involve the use of price index numbers, and 

since such index numbers are taken up in the following chapter, our 

consideration of these adjustments will be postponed until then. 
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SUMMARY OF INCOME AND PRODUCT CONCEPTS 

Gross national product is the total market value of output produced, 

before deductions for destruction and depreciation of fixed capital. It is the 

sum of expenditures on final output by the four sectors, households, business, 

rest-of-the-world, and government; thus 

GNP = Personal consumption expenditures + Gross private 

domestic investment + Net exports of goods and 

services -f- Government purchases of goods and serv¬ 

ices 

National income is the total of all incomes earned for the performance of 

productive services. It may be derived as the sum of all incomes earned in 

various forms; thus 

National income = Compensation of employees -f Proprie¬ 

tors’ income + Rental income of persons 

+ Corporate profits + Net interest 

Net national product is total output valued at market prices after deduc¬ 

tion of capital consumption allowances covering depreciation and destruc¬ 

tion of fixed capital. Its value as an income measure is somewhat impaired 

by the lack of a satisfactory method of measuring the consumption of 

capital. When indirect business taxes are deducted from net national prod¬ 

uct, a second estimate of national income is obtained. Indirect business taxes 

(mainly excise and business property taxes) are treated as expenses of 

business not assignable to particular income shares and are assumed to be 

passed on by business in the form of higher prices. This alternative method 

of deriving the national income leads to a second definition: national income 

is total output valued at factor costs—i.e., what was paid to factors for its 

production—after deduction of capital consumption allowances. The statisti¬ 

cal discrepancy is the difference between the estimates of national income 

derived from the two definitions and measures the consistency but not the 

accuracy of the income and product estimates. 

GNP may be viewed alternatively as the summation of the market value 

of output produced (or value added—i.e., sales plus inventory accumulation 

minus purchases from other units) by all producing units in the economy. 

The gross product of the government sector is equal to the wages and 

salaries paid by the government to its employees; no estimate is included in 

income and product to cover the value of services of government property. 

Personal income is the amount of income actually received by the house¬ 

hold sector. It may be obtained from national income by deducting income 

earned but not received and adding income received but not earned. Major 

deductions include those portions of corporate profits not paid to stockhold¬ 

ers (undistributed corporate profits and corporate profits tax liability) and 
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payroll taxes levied for social security and paid directly to government by 
employers (contributions for social insurance), while important additions 
include pension and welfare payments by governmental units (government 
transfer payments to persons) and interest paid by government (net) and 
by consumers (since such interest is not included in national income). 
Disposable personal income is income of households after payment of taxes 
and is obtained by deducting personal tax and nontax payments from 
personal income. Disposable personal income may be either spent or saved. 
Personal saving is obtained as a residual by deducting personal outlays from 
personal disposable income. Personal outlays include personal consumption 
expenditures, interest paid by consumers, and personal transfer payments to 
foreigners. Personal saving includes the saving of unincorporated businesses 
as well as that of households and institutions, such as charitable organiza¬ 
tions and private pension and welfare funds, which are included in the 
household sector for want of a better place to put them. 

Net foreign investment is the net increase in holdings of claims against 
foreign countries or their residents. It is obtained by deducting personal and 
government transfer payments to foreigners from net exports of goods and 
services, which is the difference between exports and imports. The govern¬ 
ment surplus on income and product account is the difference between total 
receipts and total expenditures of government units (federal, state, and 
local) as shown in the national income and product accounts. 

Gross saving is the sum of net saving by households, retained earnings of 
business, allowances for capital consumption, and government saving 
through the budget (i.e., the government surplus). Gross investment in¬ 
cludes gross private domestic investment (expenditures for both replace¬ 
ment and expansion of fixed capital—plants, equipment, etc.—by business, 
expenditures for the construction of new houses, and the change in business 
inventories), together with net foreign investment. In the national income 
accounts, gross saving is exactly equal to gross investment, since each is equal 
to unconsumed output. Thus, subject to minor adjustments and errors, we 
have 

Personal saving + Undistributed corporate profits + Capital 
consumption allowances + Government surplus or deficit (—) 
= Gross private domestic investment + Net foreign investment 

Refinements in the accounts designed to make them more satisfactory 
measures of income and product include the inventory valuation adjustment 
which is designed to eliminate those portions of business profits and of the 
change in business inventories which result from changes in prices during 
the period and thus reflect essentially capital gains or losses; also imputa¬ 
tions of value where no actual market transactions take place in order to 
reflect incomes received "in kind” in the accounts. An especially notable 
example of this latter adjustment is the estimation and inclusion of the 
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imputed rental value of owner-occupied houses. This is consistent with the 

fact that expenditures on new residential construction are included in invest¬ 

ment, whereas all other household expenditures on goods and services are 

included in consumption. Special problems arise, to which no entirely 

satisfactory answers have been found, in connection with the handling of 

consumer durable goods other than houses, valuation of services rendered by 

housewives in the home, and the treatment of government activity. In this 

last category, it should be noted that the government’s contribution to 

national product includes only the value of services of government employ¬ 

ees, with no allowances for the services of government property; that these 

services are valued at cost rather than at market prices, thus impairing 

comparability with the values produced in the private sector; and that all 

government services are treated as final products, whereas some of them are 

in fact intermediate products which help business to produce its output. 
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4 \ UNEMPLOYMENT, 

I AND THE PRICE LEVEL 

The performance of the economy is often judged in terms 

of its success in achieving high employment and stable prices. Accordingly, 

measures of employment, unemployment, and the price level are important 

and widely discussed indicators of economic conditions. In this chapter we 

shall discuss the problems of constructing such measures and also make 

reference to certain other statistical data that are used in interpreting 

economic conditions. 

EMPLOYMENT AND UNEMPLOYMENT 

Considerable progress has been made in recent years in developing more 

accurate and comprehensive employment statistics and in speeding up the 

collection of these vital data so that we may be aware rather quickly of 

changing labor market conditions. 

The Monthly Household Survey 

The most comprehensive and widely used information on the current 

state of employment, unemployment, and the labor force is compiled each 

month from the Current Population Survey conducted by the Bureau of the 

Census for the Bureau of Labor Statistics. This information is collected by 

means of personal interviews with a scientifically chosen sample of house¬ 

holds spread throughout the United States. The main results of the survey 

for December 1968, are shown in Table 4—1. 

These estimates are based on interviews with about 50,000 households. 

Trained interviewers visit each of the households in the sample and obtain 

the requisite information concerning the employment status of members of 

the household during a specified week in each month. The results obtained 

from the sample are then "blown up” to provide estimates covering the 

entire country through the use of independent estimates of the population. 

Employed persons include all those who performed any services during 

the specified week either as paid employees or in their own business or 

66 
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profession (including farming) or who worked 15 hours or more as unpaid 

workers in an enterprise operated by a member of the family. Also included 

are persons who were temporarily absent from their jobs or businesses due to 

illness, bad weather, vacation, labor-management dispute, or personal rea¬ 

sons. The unemployed include all persons who did not work at all during 

the survey week and (a) had engaged in some specific job-seeking activity 

(going to an employment service, applying to an employer, answering a 

want ad, etc.) within the past four weeks; or (b) were waiting to start a 

new job within 30 days; or ( c) were waiting to be recalled from layoff. The 

TABLE 4-1 

Noninstitutional Population, Labor Force, Employment and Unemployment, 
December, 1968 

(thousands of persons 16 years of age and over) 

Unadjusted 
Seasonally 
Adjusted 

Noninstitutional population. 
Less: Not in labor force. 

Equals: Total labor force. 

.136,619 
. 54,001 
. 82,618 82,868 

Less: Armed forces. 
Equals: Civilian labor force. 

. 3,500 

. 79,118 79,368 
Less: Employment. . 76,700 76,765 

Agricultural. . 3,279 3,842 
Nonagricultural. . 73,421 72,923 

Equals: Unemployment. . 2,419 2,603 
Unemployment rate (unemployment as percentage of 

civilian labor force). .. 3.1% 3.3% 

Note: Items may not add to totals due to rounding. 
Source: Department of Labor, Bureau of Labor Statistics. 

civilian labor force includes all those classified as either employed or unem¬ 

ployed on the above definitions. The total labor force also includes members 

of the armed forces. The group classified as not in the labor force includes 

all members of the noninstitutional population (i.e., persons other than 

inmates of penal and mental institutions, homes for the aged, and so on) 

who are not classified as employed or unemployed—that is, persons engaged 

in housework in their own homes, and those in school, unable to work, or 

not seeking employment for any other reason. All of the estimates include 

only persons 16 years old and over, since relatively little work is done by 

persons under this age due to legal restrictions. Both employment and the 

size of the labor force are subject to strong seasonal variations. To eliminate 

these seasonal influences, thereby facilitating meaningful month-to-month 

comparisons, the Bureau of Labor Statistics prepares and publishes seasonally 

adjusted estimates such as those shown in the second column of Table 4—1.3 

1 For a brief explanation of the nature of seasonal adjustment, see Chapter 3. 
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The unemployment rate—unemployment as a percentage of the civilian 

labor force—is perhaps the best single index of the state of employment. 

This ratio is watched very carefully by observers of business conditions. 

Indeed, the seasonally adjusted unemployment rate is perhaps the single 

most important index of current economic conditions. 

In addition to the broad aggregates discussed above, further detailed 

information is provided, some of it on a regular monthly basis and some less 

frequently. The regular monthly data include estimates of employment and 

unemployment by color, age group, sex, hours of work, duration of unem¬ 

ployment, and the occupational distribution of employment.2 

The monthly sample interview survey is carried out in 449 sample areas 

including 863 counties and independent cities covering every state and the 

District of Columbia. A stratified random area sampling technique is em¬ 

ployed which is scientifically designed to represent the civilian noninstitu- 

tional population 16 years and over, and which permits the estimation of 

sampling errors.3 

Table 4-2 presents estimates of the civilian labor force, employment, 

unemployment, and the unemployment rate as defined in the household 

survey, for each year from 1929 to 1968. The wide variation in the 

unemployment rate is quite striking. In the Great Depression of the 1930’s, 

unemployment exceeded 20 percent of the labor force for several years and 

averaged approximately 18 percent for the entire decade 1930-39. During 

the second World War, unemployment reached extremely low levels, 

amounting to only 1.2 percent of the labor force in 1944. Since the war, the 

rate has averaged about 4.7 percent, but there have been significant increases 

in the recession years 1949, 1954, 1958, and 1961. There is, of course, 

2 Detailed results of the surveys are published each month in Employment and 
Earnings and Monthly Report on the Labor Force, U.S. Department of Labor, Bureau of 
Labor Statistics. The basic information on employment and unemployment is widely 
publicized in the newspapers and appears each month in the Federal Reserve Bulletin, 
the Survey of Current Business, and other publications. 

3 In November 1961, President Kennedy appointed a Committee to Appraise Employ¬ 
ment and Unemployment Statistics under the chairmanship of R. A. Gordon. In 
September 1962, the committee completed its work and presented its report entided, 
Measuring Employment and Unemployment (Washington: U.S. Government Printing 
Office, 1962). This document, often referred to as the Gordon Report, is a comprehensive 
survey and appraisal of employment and unemployment statistics. While expressing a 
generally highly favorable opinion of the monthly survey of employment and unemploy¬ 
ment described above, the Gordon Report made a number of suggestions for improvement. 
On the basis of these recommendations, a number of changes were instituted beginning 
with the January 1967 survey. These changes are described in Employment and Earnings 
and Monthly Report on the Labor Force, February 1967, pp. 3—13. The major changes 
included an increase in the age limit used in the survey from 14 to 16 years, an increase 
in the size of the sample from 35,000 households to about 50,000, and certain relatively 
minor changes in the definitions of employment and unemployment. A technical note 
describing the procedures employed in carrying out the survey is included each month 
in Employment and Earnings and Monthly Report on the Labor Force. See, for example, 
the June 1969 issue, pp. 101-14. 
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TABLE 4-2 

Employment and Unemployment, 1929-68 

Year 

Civilian 

Labor Force Employment Unemployment 

Unemployment 

as Percentage 

of Civilian 

Labor Force 

Thousands of persons 14 years of age and over 

1929 49,180 47,630 1,550 3.2% 
1930 49,820 45,480 4,340 8.7 
1931 50,420 42,400 8,020 15.9 
1932 51,000 38,940 12,060 23.6 
1933 51,590 38,760 12,830 24.9 

1934 52,230 40,890 11,340 21.7 
1935 52,870 42,260 10,610 20.1 
1936 53,440 44,410 9,030 16.9 
1937 54,000 46,300 7,700 14.3 
1938 54,610 44,220 10,390 19.0 

1939 55,230 45,750 9,480 17.2 
1940 55,640 47,520 8,120 14.6 
1941 55,910 50,350 5,560 9.9 
1942 56,410 53,750 2,660 4.7 
1943 55,540 54,470 1,070 1.9 

1944 54,630 53,960 670 1.2 
1945 53,860 52,820 1,040 1.9 
1946 57,520 55,250 2,270 3.9 
1947 60,168 57,812 2,356 3.9 

Thousands of persons 16 years of age and over 

1947 59,350 57,039 2,311 3.9% 
1948 60,621 58,344 2,276 3.8 
1949 61,286 57,649 3,637 5.9 
1950 62,208 59,920 3,288 5.3 
1951 62,017 59,962 2,055 3.3 
1952 62,138 60,254 1,833 3.0 
1953 63,015 61,181 1,834 2.9 
1954 63,643 60,110 3,532 5.5 
1955 65,023 62,171 2,852 4.4 
1956 66,552 63,802 2,750 4.1 

1957 66,929 64,071 2,859 4.3 
1958 67,639 63,036 4,602 6.8 
1959 68,369 64,630 3,740 5.5 
1960 69,628 65,778 3,852 5.5 
1961 70,459 65,746 4,714 6.7 
1962 70,614 66,702 3,911 5.5 

1963 71,833 67,762 4,070 5.7 
1964 73,091 69,305 3,786 5-2 
1965 74,455 71,088 3,366 4.5 
1966 75,770 72,895 2,875 3.8 
1967 77,347 74,372 2,975 3.8 
1968 78,737 75,920 2,817 3.6 

Source* Department of Labor, Bureau of Labor Statistics. 
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always some unemployment—related, for example, to the tendency of 

workers to move about and shift from one job to another. The question of 

what constitutes an acceptable norm for unemployment is one to which we 

shall devote some attention later in this book. 

Other Measures of Employment and Unemployment 

The monthly household survey described above has come to be our most 

reliable tool for assessing the state of employment and unemployment 

throughout the nation. Other information is available, however, which is 

also valuable. The Bureau of Labor Statistics collects a great deal of informa¬ 

tion concerning wage and salary employment in different industries, to¬ 

gether with statistics covering average weekly hours of work, average hourly 

and weekly earnings, and labor turnover, through a monthly sample of 

voluntary reports by employers. The information derived from this so-called 

establishment survey is not entirely comparable with the data obtained from 

the household survey referred to above.4 However, the establishment survey 

provides a great deal of additional information that is exceedingly useful in 

interpreting business conditions. 

The state unemployment compensation programs provide information 

concerning unemployment which is less comprehensive than the household 

survey but which has the advantage of being available on a weekly basis. 

Estimates are available covering insured unemployment—that is, the num¬ 

ber of persons covered by the unemployment compensation programs who 

are unemployed in the particular week. This number is, of course, smaller 

than total unemployment because some portions of the labor force—includ¬ 

ing agricultural workers, domestic servants, employees of nonprofit organi¬ 

zations and state and local governments, self-employed persons, some em¬ 

ployees of very small firms, new workers who have not earned rights to 

unemployment insurance, and those who have exhausted their unemploy¬ 

ment benefits—are not covered by unemployment compensation. In Decem¬ 

ber 1968, insured unemployment under state unemployment insurance pro¬ 

grams averaged 1,172,000 workers, or 48.4 percent of total unemployment 

as estimated from the household survey. In addition, the unemployment 

insurance programs provide weekly information concerning new applica¬ 

tions for unemployment compensation, which often give early clues to 

changes in the trend of unemployment. 

4 The household survey includes self-employed persons as well as wage and salary 
workers and covers both farm and nonfarm employment. The establishment survey 
covers only wage and salary workers on the payrolls of nonfarm establishments. Since the 
information is derived from employer records, the establishment survey provides no 
information concerning unemployment. The household survey would count a person merely 
as employed whether he held one, two, or more jobs. The establishment survey would 
count him each time he appeared on a payroll. 
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THE MEASUREMENT OF PRICE LEVEL CHANGES 

An index number of prices is a device for combining movements of many 

individual prices for the purpose of estimating the average movement of 

some specified group of prices. 

Different groups of prices move in different ways, and the significance of 

such movements varies from one group to another. For example, changes in 

consumer goods prices, which make up the "cost of living” of the population 

have a different significance from changes in prices of raw materials and 

semifinished products, which may be reflected in changes in industrial costs 

in later stages of production. The approach to the measurement of price 

changes is to use several alternative measures or indexes of such changes. 

There are various questions that might be asked concerning changes in 

prices, and an index number should be designed to answer a fairly specific 

question. 

Hypothetical Example 

As a starting point for our discussion, suppose we are interested in the 

behavior of the prices of grain products between 1955 and 1963. We select 

wheat, corn, rye, and barley as four typical grains and collect the following 

information concerning their prices and the quantities of them consumed in 

the two years.5 

1955 1963 

Price 

Quantity 

Consumed 

(Million 

Bushels') Price 

Quantity 

Consumed 

(Million 

Bushels) 

Wheat. .$1.75 100 $2.10 90 
Corn. . 1.20 90 1.80 120 
Rye. .0.50 30 1.50 50 
Barley. . 1.00 20 0.80 40 

We want to compute an index number of grain prices for 1963 using 

1955 as our base period. The simplest way to do this would be to calculate a 

price relative for each of the four grains and average these price relatives 

together. The price relatives are shown in the following table. 

5 We use hypothetical rather than actual price and quantity data in this illustration 
in order to simplify the calculations and to bring out more clearly certain aspects of 
index number construction. 
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Price Relative 

(1963 Price -7- 1955 Price X 100) 

Wheat......120 
Corn.150 
Rye.300 
Barley..   80 

The price relatives are really index numbers for each of the individual 

commodities and merely express the price of each commodity in 1963 as a 

percentage of its price in 1955—that is, the price of wheat in 1963 was 120 

percent of its price in 1955, and so on. We get our index number by simply 

adding together the four price relatives and dividing by four. Thus the index 

number is 162.5 (650-1-4). Since the index number for the base year 

(1955 in this case) is always 100, this calculation suggests that grain prices 

were 62.5 percent higher in 1963 than in 1955. 

The index number just computed is sometimes referred to as an un¬ 

weighted mean of relatives index number, although a more accurate desig¬ 

nation would be equally weighted. Although this is a perfectly legitimate 

index number, a glance at the tables presented above raises serious doubt 

concerning its adequacy as a measure of the change in grain prices. The price 

relative for rye is much larger than any of the others and when equal 

weights are employed, as in this index number, this price relative exercises a 

strong upward pull on the index number. However, the amount of rye 

consumed is much smaller than the quantities of wheat and corn, which 

suggests that it should not have an equal weight in the computations. 

In order to make allowances for the relative importance of the commodi¬ 

ties, we can compute a weighted aggregative index number. If we do this 

using 1955 quantities as weights, the computation is as follows: 

2.10 X 100 + 1-80 X 90 + 1.50 X 30 + 0.80 X 20 

1.75 X 100 -f 1.20 X 90 + 0.50 X 30 + 1.00 X 20 

433 

= 318= 1362 

The index number of 136.2 indicates that the average price of grains has 

risen by 36.2 percent between 1955 and 1963. This is considerably lower 

than our previous estimate, chiefly because rye is given a reduced weight 

commensurate with its importance in consumption in 1955. This index 

number employs base-year weights and has an exact meaning which can be 

stated in words as follows: "It would have cost consumers 36.2 percent more 

in 1963 than it did in 1955 to have purchased the quantities of these grains 

that they actually consumed in 1955.” 

Using the data given above, we can also compute a weighted aggregative 

index using 1963 quantities as weights. The computation of this index 

number would be as follows: 
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2.10 X 90 + 1-80 X 120 + 1.50 X 50 + 0.80 X 40 

1.75 X 90 + 1-20 X 120 + 0.50 X 50 + 1.00 X 40 

= 5120 
366.5 

139.7 

The meaning of this index number is as follows: "It cost consumers 39-7 

percent more in 1963 to purchase the quantities they bought in that year 

than it would have cost them to buy the same quantities in 1955.” This 

index number employs given-year weights—that is, the quantities used are 

those consumed in the year for which the index number is being computed. 

An examination of the data in the tables should convince the student that 

the reason this index number is larger than the base year weight index 

(136.2) is that corn and rye, which showed the largest price increases, were 

consumed in relatively larger quantities in 1963 than in 1955 and therefore 

receive a heavier weight when 1963 quantities are used than when 1955 

quantities are employed as weights. 

The two aggregative index numbers just computed occupy an important 

place in index number theory. The base-year weight index is given by the 

following formula: 

p ^ 
° 2pbqb 

where the subscript g stands for the "given” year (i.e., the year for which the 

index number is being computed), the subscript b stands for the base year, 

p stands for price, q for quantity, and P for index number. The symbol S 

(“sigma”) means "take the sum of.” Thus, the numerator of the above for¬ 

mula says, "Multiply the given-year price of each commodity by its base-year 

quantity and sum these products for all commodities,” while the denomina¬ 

tor says "Multiply the base-year price of each commodity by its base-year 

quantity and sum these products for all commodities.” Similarly, the formula 

for the given-year weight index is as follows: 

p = SM? 

The reader should note that in these index numbers it is the relative 

rather than absolute quantities that matter. Thus we could divide all the 

quantities through by 10 (or any other number) without affecting the size 

of the index number. 

In the examples worked out above, the formulas take the following form, 

since g is 1963 and b is 1955): 

P1963 = ^19G3i195-5 Base-year weight index 
2^1955^1955 

Pi963 = ^r 1963—63- Given-year weight index 
2^1955^1963 
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Weighted aggregative index numbers can be computed using weights 

other than base-year or given-year quantities. For example, an index for 

1963 could be computed using 1955 as base year and using 1959 quantities 

as weights (although, of course, to do this we would need to have the 1959 

quantities, which are not given in the above tables). The formula for such 

an index number would be 

2^1963^1959 

2^1955^1959 

If we were to compute this index number and it turned out to be, let us say, 

137.3, its meaning in words would be: "It would have cost 37.3 percent 

more in 1963 than in 1955 to have bought the quantities of these commodi¬ 

ties that consumers purchased in 1959.” There is thus great flexibility in the 

choice of weights; they can be quantities of base year, given year, some other 

year, the average of several years, or hypothetical weights based on careful 

study of consumption habits. 

The student should note that, in general, the choice of base period and 

the choice of weights are independent of each other. The base period appears 

as the subscript attaching to prices in the denominator, while the weight 

designation appears as the subscript attaching to quantities in both the 

numerator and denominator. Thus the general formula for a weighted 

aggregative index is 

where g stands for given year, b stands for base year, and w stands for 

weight designation. 

In addition to weighted aggregative index numbers, weighted mean of 

relatives indexes may be computed, taking the price relatives such as those 

computed above and weighting them to obtain an average. We shall not 

discuss this type of index number, however, since as a practical matter most 

index numbers now in use are of the weighted aggregative type. 

Problems of Index Number Construction 

It is possible to distinguish several broad problems that are encountered 

in the process of constructing a price index. We shall take up these problems 

in the next few paragraphs. 

1. What Is Being Measured? The first and most important decision 

that must be made concerns the fundamental purpose of the index number. 

The present view is that there are many index numbers that may be con¬ 

structed and that an index number should be designed to answer a fairly 

specific question. Perhaps we want to measure the behavior of the price level 

of consumer goods as it relates to some fairly specific group of people. Or 
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maybe we are interested in price formation at earlier stages of production 

because we feel that these prices become costs of production in later stages 

and will eventually be reflected in prices charged to consumers. On the 

other hand, we may be interested in construction costs or prices of producers’ 

durable goods or prices received by farmers. Whatever our objective is, it 

should be defined as clearly as possible and our index number should be 

designed to meet it. 

2. Choice of Items to Be Included. The kinds of things whose prices 

are to be included in the index are pretty well determined once the objective 

of the index has been decided upon. For example, if we want to measure the 

cost of living as it relates to some class of people, we want to include prices 

of goods consumed by this group. However, the number of specific items 

eligible for inclusion may run into the thousands, and it is almost always 

necessary to use some kind of sampling procedure to select the specific items 

to be incorporated in the index. Ordinarily a random sampling technique is 

not employed, but rather a systematic effort is made to include items that are 

typical of the different classes of goods covered in terms of quantitative 

importance and also of price behavior. 

3. Selection of Weights. As indicated earlier, a very wide choice of 

possible weights may be employed. One question is whether we should use 

fixed weights or weights that change continuously. On the one hand, we 

might select the quantities consumed or produced in the base year or some 

other past year and use these each year in computing the index; on the other 

we might use the quantities of the given year as weights. 

There are two strong reasons for using fixed weights, and almost all 

indexes do so in practice. One reason is the practical one that the use of 

changing weights involves a great deal more work, since it is necessary to be 

collecting new quantitative information all the time. In fact, this problem is 

so serious that indexes with shifting weights are usually wholly impractica¬ 

ble. In addition to this, however, there is a difficulty involved in the 

interpretation of an index with changing weights. Suppose, for example, that 

we have an index having 1955 as base year and that this index has a value 

of 102 for I960 and a value of 107.1 for 1961. Thus, the value of the index 

increased by 5 percent between I960 and 1961 (since 107.1 is 105 percent 

of 102). If the index has fixed weights, it is possible to give a precise 

interpretation to this increase. For instance, if 1959 quantities are used as 

weights, we can say that the index indicates that it cost 5 percent more in 

1961 than it did in I960 to buy the quantities that consumers bought in 

1959. On the other hand, if the index employs given-year weights—so that 

I960 quantities were used in computing the I960 index and 1961 quantities 

were used in computing the 1961 index—it is nearly impossible to give a 

precise interpretation to the 5 percent increase. Thus, the use of fixed 

weights facilitates the making of meaningful comparisons between two 

years neither of which is the base year. 
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4. Selection of a Base Period. The choice of a base period or base year 

is of no fundamental importance. This is because price indexes do not tell us 

whether prices are high or low in any absolute sense but permit us to 

estimate only their relative change from one year to another. This point is 

illustrated in the following table, which shows hypothetical index numbers 

for 1953, 1958, and 1963, using alternatively 1953 and 1958 as base year. 

Index Number Index Number 

Year (1953 = 100) (1958 = lOO') 

1953.100 80 
1958.125 100 
1963.-.160 128 

Starting with the index numbers based on 1953, the 1958- based num¬ 

bers can be derived by simply dividing through by the index number for 

1958 on 1953 as base.6 Hence all the index numbers based on 1953 are 25 

percent larger than the corresponding numbers based on 1958, Either set of 

numbers indicates that the price level rose by 25 percent between 1953 and 

1958 and 28 percent between 1958 and 1963. Thus, changing the base year 

merely raises or lowers the level of the index numbers for the various years, 

while leaving their relationship to each other unchanged. Since the level is 

6 Thus the numbers in the second column of the table are obtained by dividing 
the corresponding numbers in the first column by 1.25. (It should be remembered that 
when index numbers are used in mathematical manipulation they must first be con¬ 
verted from percentages to decimals). In the case of aggregative indexes having fixed 
weights, conversion from one base year to another by means of division, as explained 
above, gives exactly the same results as would be given by constructing the index from 
the start using the new base year provided the same weights are used. For example, an 
index number for 1963 using 1953 as base with 1957 weights is given by 

2j>1963^1957 

2^1953^1957 

The same index number using 1958 as base is given by 

2^1963^1957 

2^)1958^1957 

The index number for 1958 on a 1953 base is 

2j>l958^1957 

2^)1953^1957 

C2) 

(3) 

If we have index numbers (1) and (3) on a 1953 base and want to obtain the index 
number for 1963 with 1958 as the base, we can divide (1) by (3). This will give us 
(2), which is precisely the result we could get if we computed the index number for 
1963 on a 1958 base directly. 
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not meaningful anyhow and the whole purpose of index numbers is to bring 

out relative changes over time, the base year really makes no difference.7 

Usually in selecting a base year, an effort is made to pick a reasonably 

"normal” year when prices were neither excessively high nor excessively 

low. This is because some users may erroneously attach meaning to the 

absolute values of the index number. Another and more important factor to 

be taken into account in choosing a base year is the fact that users frequently 

have occasion to compare movements of different index numbers and that 

such comparisons are somewhat facilitated—that is, it is not necessary to 

effect a change of one of the base years—if the same base period is used for 

both indexes. For this reason, the period 1957-59 is used as the base period 

for a number of index numbers computed by government agencies. 

Errors and Biases in Index Numbers 

Probably the most important matters involved in the construction of a 

satisfactory index number are the decision as to what is being measured and 

the selection of the specific sample of items to be included. It is also 

important to get accurate price quotations which are comparable from one 

time to another and, so far as possible, to include only items which can be 

specified in such a way that there is reasonable certainty that the same item 

is being priced in each period. Errors in the data employed and lack of 

comparability from one period to another can impair the usefulness of an 

index number in a serious way. In addition to outright errors such as these, 

there are certain biases that may be present in the index number which may 

tend to make it exaggerate price movements systematically in one direction 

or the other. A factor which tends to make the index number systematically 

overstate price increases and understate price decreases is said to impart an 

upward, bias to the index number, while a factor which tends to understate 

price increases and overstate price decreases is said to give the index number 

a downward bias. There are several common sources of bias that deserve 

discussion. 

1. Type Bias. In practice, nearly all index numbers, including the types 

discussed above, employ an ordinary or "arithmetic” average—that is, the 

items included are, in effect, added together and the index number is 

obtained by dividing by the number of items. An arithmetic average has a 

systematic upward bias. To illustrate this, let us take a very simple example. 

Suppose we have two items of equal importance for which we wish to 

compute a price index. From the base year to the given year the price of one 

of the products doubles while the price of the other halves. Thus, the price 

7 Due to adjustments for quality changes, the introduction of new products, and 
periodic changes that must be made in weights, index numbers are not as "neutral” with 
respect to changes in the base year as the above discussion indicates. Nevertheless, the most 
important thing to understand about the base year is that it is relatively unimportant. 
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relatives are 200 for the first product and 50 for the second. If we take the 

arithmetic averages of these two price relatives, our price index will be 125. 

Yet it is fairly clear that if the two products are of equal importance, the 

price level of the two together has not changed. If we use the geometric 

average instead of the arithmetic average, we will get the correct result.8 To 

compute the geometric average, we multiply the two price relatives together, 

which gives us 10,000 (200 X 50). We then take the square root of the 

product, which gives us 100, indicating that there has been no change in the 

level of the two prices taken together. It may be noted that whenever there 

is any variability at all among the items being averaged, the arithmetic 

average is necessarily larger than the geometric average. Thus, the use of the 

arithmetic average imparts an upward bias to an index number. This bias is 

commonly referred to as type bias. It could be eliminated by the use of a 

geometric average, but the geometric average is so much more cumbersome 

to use that it is almost never employed. 

2. Biases Connected with Weighting. In computing a consumers’ 

price index, what we would be ideally interested in obtaining would be 

changes over time in the cost of obtaining a given level of satisfaction. Let 

us suppose to begin with that consumers’ tastes are constant over the time 

span we are considering. Then it can be shown that two weighted aggraga- 

tive indexes, one using base-year weights and the other using given-year 

weights, set the upper and lower limits, respectively, to the "true” change in 

the price level. The aggregative index using base-year weights overstates the 

price increase or understates the price decrease—in other words, it has an 

upward bias. The reason for this is that it fails to allow for the fact that the 

consumer can to some extent shield himself from the effects of price changes 

by making substitutions in his budget. For example, if prices rise, the 

consumer can be expected to consume relatively less of those products whose 

prices rose most and relatively more of those products whose prices rose least 

(or perhaps even declined). Thus, the base-year weight index attaches too 

much weight to the items whose prices rose most and too little weight to 

those whose prices rose least and thus overstates the price increase. The 

given-year weight index, on the other hand, overestimates the consumer’s 

ability to protect himself by substitution and thereby gives too little weight 

to items whose prices increased most and too much weight to those whose 

prices increased least and thus understates the rise in prices. The true price 

change—i.e., the change in the cost of maintaining a constant level of 

satisfaction—lies somewhere between the base-year weight and the given- 

year weight indexes, although there is no way of knowing precisely where 

the true index lies between these limits. 

8 A geometric average of n items is computed by multiplying all of the items together 
and taking the «th root of their product In the case of a weighted average, each of the 
items is multiplied together as many times as the weight attached to it and the root 
taken is equal to the sum of the weights. Computation of a geometric average is 
facilitated by the use of logarithms. 
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Thus, it is often said that a base-year weight index has an upward bias 

and a given-year weight index a downward bias. Since a fixed weight index 

of any sort is similar to a base-year weight index in the sense that it makes 

no allowance for substitution, and since most index numbers used in practice 

are fixed weight indexes for reasons mentioned earlier, it might seem to 

follow that most index numbers in practical use have an upward bias due to 

their weighting. 

Unfortunately, however, the effects of weighting are not as simple as the 

above analysis would suggest. It will be recalled that our reasoning was 

based on the assumption of constant tastes. In practice this assumption can 

hardly be even approximately correct. With new products constantly being 

introduced and the effects of education, advertising, and other* forces con¬ 

stantly at work, the tastes of individuals undoubtedly change frequently. 

Moreover, we are considering groups of people, which means that the very 

concept of tastes is of dubious validity and that to the extent that it does 

have meaning it must refer to some kind of composite of the tastes of the 

group. Group tastes, if they can be said to exist at all, are necessarily 

changing constantly due to the shifting composition of the group as well as 

to changes in the incomes of the various members, which must be used as 

weights in combining individual tastes to get those of the group. 

Once changes in tastes are allowed for, the very concept of an index 

number as a measure of changes in the cost of achieving a constant level of 

satisfaction breaks down, since it makes little sense to compare levels of 

satisfaction between two periods in which tastes are different. Moreover, the 

problem of assessing the biases introduced into index numbers by the use of 

fixed vs. changing weights becomes both more complicated and more uncer¬ 

tain. Whereas, in our earlier analysis, basic demand conditions were treated 

as constant (fixed by unchanging tastes) and all price changes were due to 

changes in supply conditions, we are now faced with a situation in which 

changes may originate on either the supply side or the demand side or both. 

To the extent that changes are initiated on the supply side, lower prices will 

be associated with larger quantities, whereas, when changes originate on the 

demand side, higher prices will usually be associated with larger quantities. 

Thus, if changes in supply are the predominant influence, our earlier analy¬ 

sis will hold good—that is, a fixed weight index will have an upward bias 

and a variable weight index a downward bias. However, if changes in 

demand predominate, just the opposite will hold true. The conclusions are 

summarized in the following table: 

Fixed-Weight Variable-Weight 
Index Index 

Changes in supply predominate. .Upward bias Downward bias 
Changes in demand predominate. .Downward bias Upward bias 
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Thus, while the weighting does introduce biases, their direction is uncer¬ 

tain and it is very probable that in the same index the weight bias is in one 

direction at one time and in the other direction at another time. 

3. Other Sources of Bias. Changes in the quality of products and the 

appearance of new products create problems in the construction of price 

indexes. Even if these problems are handled with the greatest possible care, 

they may result in some degree of bias. This kind of bias is discussed below 

in connection with the evaluation of the major index numbers now in use in 

the United States. 

The Consumer and Wholesale Price Indexes 

The two most important and most widely used price indexes in the 

United States are the Consumer Price Index and the Wholesale Price Index, 

which are prepared by the Bureau of Labor Statistics of the Department of 

Labor. 

1. The Consumer Price Index. The Consumer Price Index is designed 

to measure changes in the prices of the goods and services bought by urban 

wage earners and clerical workers. Estimates are available going back to 

1931, although, of course, the index has been revised several times since its 

beginning. The index is available monthly, and employs the base period 

1957-59, with 1960-61 weights. Thus, the index number for March 1969 

was computed essentially by use of the following formula: 

p _ 2pMar. 1969^1960-61 

J- Mar. 1969 — - 

1957-59^1960-61 

The sample used in preparing the index contains about 400 specific goods 

and services, classified under five main headings: food, housing (including 

both rental and home ownership), apparel and upkeep, transportation, and 

health and recreation. The items to be included and the weights employed 

are determined on the basis of periodic detailed surveys of family expendi¬ 

ture patterns, the latest of which was conducted during the period 1960-61. 

While the fundamental structure of the index rests on this survey and 

1960-61 weights are accordingly employed, adjustments are frequently 

made to take account of the appearance of new products and changes in the 

quality of existing products. 

Prices are collected from representative stores and other establishments in 

56 cities throughout the country. The sample of cities is drawn to represent a 

universe of about 3,000 urban places in the United States, including Alaska 

and Hawaii, and includes 39 Standard Metropolitan Statistical Areas and 17 

smaller cities. A separate index is published for each of the 23 largest cities 

in the sample. The national index and the indexes for five major cities 

(Chicago, Detroit, Los Angeles, New York, Philadelphia) are published 
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monthly, while the indexes for 18 other standard metropolitan areas are 

published quarterly. Population weights derived from the I960 census are 

used to combine the indexes for the individual cities to get the national 

index. In addition to the overall index, subindexes are published covering 

the main classifications of goods and services included in the index, as well 

as a number of subdivisions within these classifications.9 

2. The Wholesale Price Index. The Wholesale Price Index differs 

fundamentally from the Consumer Price Index. It excludes entirely prices 

paid by household consumers and attempts to measure prices charged in 

primary markets for transactions in large lots in which both buyer and seller 

are commonly business concerns. As far as possible, the prices collected are 

those applicable to the first important commercial transaction in the com¬ 

modity. Price data are collected monthly covering a sample of about 2,300 

commodities, classified under the headings of farm products, processed foods 

and feeds, and industrial commodities. Industrial commodities, in turn, are 

subdivided into 13 categories. Separate index numbers are computed for 

each of these classifications and for smaller groupings of commodities within 

them.10 The overall Wholesale Price Index is, in effect, a weighted average 

of these components. Unlike the Consumer Price Index, the Wholesale Price 

Index is confined to physical commodities and does not include any services 

at all. 

The base period of the index is the period 1957-59. The weights are 

designed to account for the value of all commodities sold in the domestic 

market, including imports. The basic weights employed are 1963 shipment 

values of commodities as reported in industrial censuses, although adjust¬ 

ments are made from time to time to keep the weights up to date. Essen¬ 

tially, the formula used in computing the index for March 1969 was 

2pMar. 1969^1963 
X Mar. 1969 — -=T7- 

^1957-59^1963 

The index is prepared monthly on a nationwide basis, with subindexes 

covering different categories of commodities in considerable detail. It is 

available in a continuous series going back to 1890, although many changes 

have been made in the index since that time. 

9 For a more detailed description of the Consumer Price Index as well as an account 
of its historical development, see The Consumer Trice Index: History and Techniques, 
Bulletin No. 1517, Department of Labor, Bureau of Labor Statistics. 

10 The 13 major categories under industrial commodities are: textile products and 
apparel; hides, skins, leather, and related products; fuels and related products and power; 
chemicals and allied products; rubber and rubber products; lumber and wood products; 
pulp, paper, and allied products; metals and metal products; machinery and equipment; 
furniture and household durables; nonmetallic mineral products; transportation equip¬ 
ment; and miscellaneous products. For a description of the index and extensive material 
on its composition and weighting, see Wholesale Prices and Price Indexes, January 1967 
Final and February 1967 Final, U.S. Department of Labor, Bureau of Labor Statistics. 
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GNP in Constant Dollars and Implicit Price Deflators 

Price indexes are often used to "deflate” dollar magnitudes to take out the 

effect of price changes. The logic of deflation can best be explained by means 

of a very simple example. Suppose a family bought 500 packages of ciga¬ 

rettes at $0.20 per package in 1961 and 440 packages at $0.25 per package 

in 1962. That is, the amount spent on cigarettes rose by 10 percent between 

1961 and 1962 (from $100 to $110), while the physical quantity bought 

fell by 12 percent. The price ratio for cigarettes for 1962 with 1961 as base 

year (Piqqz/Pwgi) , expressed in the form of a price index, is 125. Dividing 

the family’s actual expenditure for cigarettes in 1962 (£1962^1902) by this 

price index (converted to a decimal), we obtain $88 ($110 -f- 1.25 — 

$88 ), which is the family’s purchases in 1962 valued at the 1961 price ( sym¬ 

bolically, £i9G2#i962 -s- ^1962/^1961 = £i96i#i962) • Thus, when the purchases 

of both years are valued at the 1961 price, the amount declines by 12 per¬ 

cent between 1961 and 1962 (from $100 to $88), reflecting only the 

change in the physical quantity bought. By applying this procedure to the 

family’s cigarette purchases for several years—i.e., by "deflating” each year’s 

purchases with a "price index” for cigarettes with 1961 as the base year— 

we could obtain a series giving the quantities for each year valued at the 

1961 price. This series would, of course, behave in the same way as the series 

of physical quantities bought, since the entire variation in it would be due 

to the variation in quantity. 

There is little sense in this procedure as applied to a single homogeneous 

commodity, of course, since changes in the quantity of it can be measured 

directly (in packages in this case). However, if we wish to measure physical 

quantities for heterogeneous aggregates of goods and services, we cannot use 

the simple, direct method since we cannot add together bushels of wheat, 

tons of steel, pairs of shoes, and so on. One way to get a total for a 

heterogeneous aggregate, however, is to value each of its components in 

dollars, which will permit us to add the items together. Moreover, if we 

value the various components at constant prices—say, the prices that pre¬ 

vailed in a particular year—we have an aggregate whose variation reflects 

only changes in physical quantities.11 Such a deflated aggregate is sometimes 

said to be expressed "in real terms.” 

This procedure is used to derive estimates of the GNP and its various 

expenditure components in constant dollars. The method followed is to 

break down the GNP into small components and then deflate each of these 

components with an appropriate price index. We might, for example, take 

11 We are here combining actual physical quantities using fixed prices (of some 
specified period) as weights. Thus, the behavior of the resulting aggregate is going to 
depend to some extent on the weights used—i.e., whether we use prices of one year or 
another year. 



[Ch. 4] Employment, Unemployment, and Price Level • 83 

total expenditures on machine tools for 1968 and divide it by an index 

number of machine tool prices (e.g., a subindex of the Wholesale Price 

Index), using 1958 as base year. This division gives us an estimate of 

machine tool production for 1968 valued at 1958 prices. Calculations of this 

kind are carried out for all the components of GNP and then the deflated 

estimates are reassembled to give us an estimate of GNP and its expenditure 

components valued at 1958 prices. The tabulation for 1968 is as follows 

(billions of 1958 dollars): 

Gross national product.707.6 

Personal consumption expenditures..452.6 
Gross private domestic investment.105.7 
Net exports of goods and services. 0.9 
Government purchases of goods and services.148.4 

A similar breakdown of the GNP in 1958 dollars for selected years since 

1929 is given in Table 4-3. The Department of Commerce prepares 

TABLE 4-3 

Gross National Product and Expenditures Valued at Constant Prices, Selected Years 
(billions of 1958 dollars) 

1929 1933 1940 1947 1961 1966 1967 1968 

Gross national product. 203.6 141-5 227.2 309.9 497.2 658.1 674.6 707.6 

Personal consumption expenditures.. .139.6 112.8 155.7 206.3 322.5 418.1 430.3 452.6 
Gross private domestic investment. . 40.4 5.3 33-0 51.5 69.0 109.3 100.8 105.7 
Net exports of goods and services. .. 1.5 0.0 2.1 12.3 5.1 4.2 3.6 0.9 
Government purchases of goods and 
services. . 22.0 23.3 36.4 39.9 100.5 126.5 140.0 148.4 

Note: Details may not add to totals due to rounding. 

Source: Department of Commerce. 

quarterly estimates of the GNP in constant dollars at seasonally adjusted 

annual rates. 

Conceptually, the GNP valued at current prices for 1968 may be repre¬ 

sented as 

2fJl968#1968 Cl) 
where the q’s and corresponding p’s cover all of the goods and services 

included in GNP. The deflated GNP, obtained as explained above, by 

dividing the components of the GNP at current prices by appropriate price 

indexes having 1958 as base year and the reassembling the components, may 

be represented as 

(2) 2^1958^1968 
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If we divide Equation 1 by Equation 2, we get a price index for 1968 with 

1958 as base year and 1968 quantities as weights, thus 

P 1968 — 
Sjfrl 968^1968 

2^1958^1968 

This index number is the implicit price deflator of the GNP, and, as can be 

seen, it is simply the GNP at current prices divided by the GNP at constant 

prices. Implicit price deflators can be worked out for separate components of 

the GNP, such as personal consumption expenditures, gross private domestic 

investment, and so on. Table 4-4 gives the implicit price deflators for major 

TABLE 4-4 

Implicit Price Deflators for 1968 
(percent; 1958 = 100) 

Gross national product.122.3 

Personal consumption expenditures.118.6 
Durable goods.103.3 
Nondurable goods.117.1 
Services.127.3 

Gross private domestic investment.(a) 
Fixed investment.120.0 
Nonresidential.117.1 
Structures.  129-3 
Producers' durable equipment.111.9 

Residential structures.129.7 
Change in business inventories........(<*) 

Net exports of goods and services (a) 
Exports.110.9 
Imports.:... .107.6 

Government purchases of goods and services.135.0 

Federal.126.2 
State and local.145.0 

(a) Separate implicit price deflators are not computed for total gross pri¬ 

vate domestic investment, for change in business inventories, and for net ex¬ 

ports of goods and services. 

subdivisions of GNP for 1968 (index numbers, with 1958 = 100). 

The implicit price deflators are useful by-products of the estimation of 

GNP in constant dollars and are now available on both a quarterly and an 

annual basis. They are essentially given-year weighted indexes, although, of 

course, their nature depends indirectly upon the composition of the detailed 

index numbers which are used to deflate the components of GNP to get the 

constant dollar estimates, and these indexes in most cases employ weights 

from earlier years. 

The implicit price deflator for the total GNP is the nearest thing that is 

now available to an estimate of the general price level. The deflators for 

individual components of GNP are also useful for many purposes. It should 

be noted that the deflator for personal consumption expenditures differs 
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from the Consumer Price Index in part because the former measures the 

price level as it affects all consumers, while the latter is intended to cover 

only wage earners and clerical workers in urban areas. 

Comparison of Major Index Numbers 

The values of the Consumer Price Index, the Wholesale Price Index, and 

the implicit price deflator for the total GNP for each year of the postwar 

period are shown in Table 4-5.12 On a monthly basis, the Wholesale Price 

Index is somewhat more variable than the Consumer Price Index and its 

movements tend to lead the Consumer Price Index. In part, the explanation 

is that the Wholesale Price Index reflects price adjustments in early stages of 

production which enter into costs and affect the prices of consumer goods at 

a later time. It is not uncommon to find that the two indexes are moving in 

opposite directions at certain times. Movements of the implicit price deflator 

are intermediate between movements of consumer prices and wholesale 

prices; this is due to the fact that many of the components of both the 

Consumer and Wholesale Price Indexes enter indirectly into the implicit 

price deflator as explained above. 

The economic significance of the Consumer Price Index is considerably 

enhanced by the fact that it provides the basis for wage escalation provisions 

of many labor-management contracts. Roughly four million workers are 

employed under such contracts, by which their wages are adjusted on a 

quarterly or seminnual basis for changes in the purchasing power of the 

.dollar as measured by the Consumer Price Index. In addition, the index is a 

factor in nearly every wage negotiation through collective bargaining in the 

economy. 

Shortcomings of Major Price Indexes13 

All of the major indexes employ an arithmetic average and are therefore 

characterized by upward type bias, as indicated earlier. However, this bias is 

12 The Consumer Price Index and the Wholesale Price Index are both published each 
month in the Survey of Current Business and the Federal Reserve Bulletin. The implicit 
price deflators are published from time to time in the Survey of Current Business. 

13 In 1961, at the request of the Bureau of the Budget, a Price Statistics Review Com¬ 
mittee appointed by the National Bureau of Economic Research presented a report 
containing a comprehensive review and evaluation of the price indexes prepared by the 
U.S. government. See The Price Statistics of the Federal Government: Review, Appraisal, 
and Recommendations in Government Price Statistics, Hearings before the Subcommittee 
on Economic Statistics of the Joint Economic Committee, 87th Congress, 1st Session, 
Part 1, January 24, 1961 (Washington: U.S. Government Printing Office, 1961), pp. 
9-99- This report, often referred to as the Stigler Report (after George J. Stigler, the 
chairman of the review committee) is the most valuable, authoritative, and dispassionate 
evaluation available. The review committee also provided a series of 12 staff papers, 
prepared by experts on various aspects of price indexes, which were printed along with 
the report (pp. 101—525). 
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TABLE 4-5 

Leading Price Indexes, 1929-68 

Price Indexes (1957-59 = 100) Implicit Price 
- Deflator—GNP 

Year Consumer Wholesale (J.95& = 100) 

1929 . 59.7 52.1 50.6 
1930 . 58.2 47.3 49.3 
1931 . 53.0 39.9 44.8 
1932 . 47.6 35.6 40.2 
1933 . 45.1 36.1 39-3 

1934 . 46.6 41.0 42.2 
1935 . 47.8 43.8 42.6 
1936 . 48.3 44.2 42.7 
1937 . 50.0 47.2 44.5 
1938 . 49.1 43-0 43.9 

1939 . 48.4 42.2 43-2 
1940 . 48.8 43-0 43.9 
1941 . 51.3 47.8 47.2 
1942 . 56.8 54.0 53.0 
1943 . 60.3 56.5 56.8 

1944 . 61.3 56.9 58.2 
1945 . 62.7 57.9 59.7 
1946 . 68.0 66.1 66.7 
1947 . 77.8 81.2 74.6 
1948 . 83.8 87.9 79.6 

1949 . 83.0 83.5 79.1 
1950 . 83-8 86.8 80.2 
1951 . 90.5 96.7 85-6 
1952 . 92.5 94.0 87.5 
1953 . 93.2 92.7 88.3 

1954 . 93.6 92.9 89.6 
1955 . 93.3 93.2 90.9 
1956 . 94.7 96.2 94.0 
1957 . 98.0 99.0 97.5 
1958 .100.7 100.4 100.0 

1959 .101.5 100.6 101.6 
1960 .103-1 100.7 103.3 
1961 .104.2 100.3 104.6 
1962 .105.4 100.6 105.8 
1963 .106.7 100.3 107.2 

1964 .108.1 100.5 108.8 
1965 .109.9 102.5 110.9 
1966 .113.1 105.9 113.9 
1967 .116.3 106.1 117.6 
1968 .121.2 108.7 122.3 

Source: Departments of Labor and Commerce. 

not very important. Biases are also introduced by the weighting employed, 

but the direction of these biases depends upon whether changes in supply or 

in demand are the predominant influence, as we have seen. Hence, it is 

doubtful whether these biases work systematically in one direction, and they 

are probably not very important. 
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Many economists believe, however, that all three of the major price 

indexes contain significant upward biases—that is, that they tend to over¬ 

state increases and understate decreases in the price level. Two major reasons 

are given for this alleged upward bias. First, the indexes are said not to make 

adequate allowances for improvements in the quality of goods and services. 

Second, there is said to be a bias connected with the introduction of new 

products. Those responsible for the construction of the indexes do make 

substitutions when new products displace old ones. However, it is argued 

that there is often too much delay in making such substitutions and that this 

tends to create an upward bias, because new products are especially likely to 

decline in price during the early stages of their development as rapid 

increase in their use permits the introduction of mass production techniques 

which lower unit costs of production. 

The possible bias resulting from changes in quality is especially a source 

of controversy. In constructing the Consumer Price Index, the Bureau of 

Labor Statistics attempts to adjust for those improvements in quality which 

cause upward adjustments in prices; however, there may be improvements 

which do not raise prices and no adjustments are made for these. The pricing 

of services involves especial difficulties. For one thing, the compensation of 

the person rendering the services is ordinarily the major determinant of the 

price, so that improvements in the quality of the service rendered are not 

adequately allowed for. A good example is medical services. Advances in 

medical research have made it possible to cope with health problems that 

could not be handled at all a few years ago, while in other cases the time 

taken to cure an ailment is much shorter than it used to be. It is almost 

impossible to make adequate allowance for such factors as this in compiling 

price indexes. Similar problems arise in connection with other professional 

and personal services. 

The same kinds of difficulties are present in the Wholesale Price Index, 

although probably in lesser degree. Producers’ durable goods, whose prices 

are included in the index, are constantly being improved. A machine tool of 

a particular type today may do its job much more rapidly and at a lower cost 

in terms of labor and materials than did its counterpart of 10 years ago. It is 

almost impossible to make proper allowance for such advances. 

The implicit price deflator includes most of the biases that are present in 

the Consumer and Wholesale Price Indexes, since most of the components 

of these indexes enter indirectly into the price deflator.14 In addition, the 

price deflator has quality problems of its own connected with the inclusion 

of government services. Services of government employees enter into the 

index at prices which merely reflect the wages and salaries of such employ- 

14 To the extent that components of the Consumer and Wholesale Price Indexes having 
upward biases are used to deflate portions of the GNP, the resulting constant dollar 
magnitudes are underestimated. When the constant dollar GNP containing such 
underestimated elements is divided into the current dollar GNP to obtain the implicit 
price deflator, an upward bias is imparted to the deflator. 
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ees. Since there seems to be little doubt that increasing mechanization and 

other factors which have improved efficiency in the private sector of the 

economy have also had some similar effects in government, the method of 

handling government activities, by failing to take account of such increases 

in efficiency as have occurred, has almost certainly imparted a further 

upward bias to the index. 

The magnitude of the upward biases introduced into our major price 

indexes by inadequate allowances for quality improvement is very difficult to 

judge. Some writers have suggested that a considerable part of the inflation 

that we seem to have experienced in the past few years and which has caused 

so much concern is merely a statistical illusion resulting from upward biases 

in our price indexes.15 Others, recognizing that there is quality deterioration 

in some areas and that the adjustments made by the Bureau of Labor 

Statistics may, in some instances, overcorrect for quality improvement, con¬ 

clude that, on balance, quality changes probably cause relatively little 

distortion in the price indexes.16 The whole subject is beclouded by a lack of 

empirical evidence and by semantic and even philosophical disputes about 

the meaning of the word "quality,” which is admittedly difficult to define in 

an objective manner that does not reflect the value judgments of the 

particular observer.17 The present writer is inclined to the belief that there 

are significant upward biases, particularly in the implicit price deflator and 

the Consumer Price Index. However, it is impossible to measure these biases 

or even to prove conclusively that they are present. 

15 For an especially strong expression of this view, see Richard Ruggles and Nancy 
D. Ruggles, "Prices, Costs, Demand, and Output in the United States, 1947—57,” in 
the Relationship of Prices to Economic Stability and Growth, Compendium of Papers 
Submitted by Panelists Appearing before the Joint Economic Committee (Washington: 
U.S. Government Printing Office, 1958), pp. 297—308. This article dramatized the quality 
issue by raising a question as to whether an individual given $1,000 to spend and a 
choice of ordering goods from a 1948 or a 1957 Sears, Roebuck catalog would in¬ 
variably select the earlier catalog despite the fact that the prices quoted in it were sub¬ 
stantially lower. That is, there is a real question whether the prices of 1957 were higher 
or lower than those of 1948 when appropriate allowance is made for improvements in 
quality. In 1966, Richard Ruggles again expressed an unqualified view that inadequate 
adjustment for quality improvements has created an upward bias in the Consumer Price 
Index. See his testimony in Government Price Statistics, Hearings before the Subcommittee 
on Economic Statistics of the Joint Economic Committee, 89th Congress, 2d Session, May 
24, 25, and 26, 1966 (Washington: U.S. Government Printing Office, 1966), pp. 237-66. 

16 This view was well expressed by Jules Backman in his 1966 testimony before the 
Joint Economic Committee. See Government Price Statistics, op. cit., pp. 25-27. It may 
be noted that during World War II, a special study concluded that the Consumer Price 
Index (then called the “Cost of Living Index”) understated the increase in prices under 
the special conditions of wartime—including deterioration of quality, disappearance of 
cheaper goods, underreporting of prices actually charged, and decrease of special sales. 
See The Consumer Price Index: History and techniques, op. cit., pp. 6-7. 

17 The Stigler Report (see footnote 13) expressed the opinion that, in the absence of 
empirical evidence, it is very difficult to judge the effects of quality changes on the price 
indexes. However, the report did stress the need for further research and offered some 
suggestions for improved handling of the quality problem. 
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OTHER ECONOMIC INDICATORS 

In addition to measures of employment, unemployment, and the price 
level, there are many other statistical series which serve as important "indi¬ 
cators” of business and economic conditions. We shall only refer briefly to a 
few of the most important of these indicators. 

The Board of Governors of the Federal Reserve System prepares and 
publishes an index of industrial production, which measures changes in the 
physical volume of output of manufactures and minerals. In addition to the 
annual index, a monthly index is available which is adjusted for seasonal 
variation. This index is compiled in a manner analogous to a price index, 
except that the quantities vary from period to period while unit values (or 
prices) serve as weights and are held constant. At the present time, the base 
period of the index is 1957-59 and the weights employed are values of 
1957. Subindexes are prepared and published covering a great many individ¬ 
ual industries and portions of the manufacturing and mining sectors of the 
economy.18 The index measures physical output at all stages in manufactur- 
ing and mining industries, including intermediate as well as final products. It 
does not cover production on farms, in construction industries, public utili¬ 
ties, transportation, or trade and service industries. The manufacturing and 
mining sectors covered by the index account for roughly one third of 
national income and are particularly important in the analysis of business 
fluctuations. 

The Department of Commerce compiles extensive information concern- 
— ing sales and inventories for the manufacturing, wholesale trade, and retail 

trade sectors of the economy. As we shall see, changes in business inventory 
stocks have played a key role in business fluctuations, and, accordingly, 
information concerning inventory and sales movements is exceedingly im¬ 
portant in the analysis of business conditions. In addition, information is 
collected concerning manufacturers’ new orders and backlogs of unfilled 
orders, and this is also of considerable importance.19 

A great deal of detailed statistical information relating to specific indus¬ 
tries and sectors of the economy is collected by both private and governmen¬ 
tal sources. These data relate to residential and other construction activity, 
production and sales of consumer durable goods, rates of producton in 
specific industries, and so on. In addition, a great many financial statistics 
relating to the banking system, other financial institutions, and the financing 
of economic activity, are available.20 

18 The total index, together with detailed breakdowns, is published each month in 
the Federal Reserve Bulletin. 

19 Ail of this information appears each month in the Survey of Current Business. 

20 The best sources of the statistical materials referred to in this paragraph are the 
Survey of Current Business and the Federal Reserve Bulletin, the latter publication being 
a particularly important source of financial statistics. 





PART II 

Aggregate Demand and 

Income Determination 

INTRODUCTION 

It is useful to analyze the forces causing general move¬ 

ments in national production, employment, and the general price level in 

terms of relations between demand and supply. In the case of the market for 

an individual good or service, we expect that if there is excess demand—that 

is, if the demand exceeds the supply at the prevailing price—output of the 

product will increase or its price will rise or, more likely, both. On the other 

hand, if there is excess supply—that is, if supply exceeds demand at the 

prevailing price—output will be reduced or the price will fall or both. If 

price and output are such that demand and supply are equated, we say that 

the market is in equilibrium—meaning that unless something happens to 

shift either demand or supply, the prevailing output and price will remain 

unchanged. A similar type or analysis involving aggregate demand, and 

aggregate supply can be applied to the entire economy, although, as we shall 

see, it contains some pitfalls which are not present in the case of the market 

for a single commodity. 

As a first approximation, subject to later qualification, we can say that 

(1) if aggregate demand is greater than aggregate supply at the currently 

prevailing level of prices, producers will either increase their output of 

goods and services and their employment of factors of production, or raise 

their prices, or both; (2) if aggregate demand is less than aggregate supply, 

producers will either reduce their output and their employment of produc¬ 

tive factors, or lower their prices, or both; and (3) if aggregate demand is 

equal to aggregate supply, output, employment, and prices will remain 

constant, These possibilities are summarized in the following table: 
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Condition 

Aggregate demand > Aggregate supply 

Aggregate demand — Aggregate supply 

Aggregate demand < Aggregate supply 

Result 

Expansion 

Equilibrium 

Contraction 

It should be understood that expansion means an increase in GNP in 

current dollars, which may be attributable to an increase in real output and 

employment, or in prices, or in both; while contraction means the opposite. 

The Components of Aggregate Demand 

In an economy without foreign trade, aggregate demand may be defined 

as the amount of goods and services (final output) demanded by consumers, 

by business, and by government.1 That is, the components of aggregate 

demand are personal consumption expenditures (C), gross private domestic 

investment (/), and government purchases of goods and services (G). In 

accordance with the explanation of GNP from the expenditure side in 

Chapter 2, we have 

£ J _|_ Q — Y 

where Y is total output (GNP) . 

As used in this equation, I is ex post or actual investment, as it turns out 

to be after the period under consideration (say, a quarter or a year) is com¬ 

pleted. For our present purposes, we need to use a different concept of in¬ 

vestment, ex ante or planned investment. This is the amount of investment 

in plant, equipment, and inventories that businessmen intend to engage in 

during the period. Planned investment, Ip, may be either smaller or larger 

than actual investment, /. We may define 

Aggregate demand = C + Ip + G 

Aggregate demand defined in this way may be either greater than, equal to, 

or less than aggregate supply—that is, total output or GNP.2 Thus, the 

conditions of expansion, equilibrium, or contraction may be restated as in 

the following way: 

C + Ip + G > Y Expansion (i) 
C+Ip+G= Y Equilibrium CO 
C + Ip + G < Y Contraction 0) 
total currently produced output available to satisfy the 

if aggregate demand 

1 Foreign trade involves some complications which we shall take up in Part V. 

2 The reader will note that we are assuming for simplicity that the spending plans 
of consumers and government are exactly satisfied. Moreover, as will be seen below, 
we assume that the government’s tax collections turn out as anticipated. Thus, it is only 
private investment and private saving plans that may not be realized. 
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exceeds Y, as in condition (1) this demand could only be met by unin¬ 

tended depletion of inventories of existing goods. Under these conditions, if 

businessmen expect demand to continue at this level, they will speed up 

their production (or raise their prices) in the next period to bring supply 

into line with demand (and perhaps to make up for the unexpected and 

undesired depletion of inventories). Conversely, if aggregate demand is less 

than Y, as in condition ( 3), stocks of unsold goods will pile up in the form 

of unintended inventory investment; and businessmen will reduce their 

production rates (or lower their prices) in order to bring supply into line 

with demand (and perhaps to work off the unexpected accumulation of 

inventories). 

Since C + 7 -j- G = Y under all conditions, the first condition above, 

leading to expansion, implies that Ip > I, while the third condition, leading 

to contraction, implies that Ip < 7. In each of these cases, the amount of un¬ 

intended or unplanned inventory disinvestment or investment must be just 

sufficient so that when this is included along with planned investment, as it 

is in calculating ex post or actual investment (7), the national income ac¬ 

counting identity, C + 7 + G = Y, will always be satisfied. 

If condition (2) above is satisfied—that is, if C + lp + G — Y—we 

may say that the economy is in production equilibrium; i.e., that production 

is adjusted to demand. 

Disposition of Income 

There is a further complication not taken into account thus far: even if 

aggregate demand is equal to aggregate supply at a particular time, there 

may be forces at work that will in due course disrupt this balance. We turn 

now to a consideration of such forces. 

The GNP, designated by Y, can also be viewed as total gross income. All 

of this income must be used either for consumption, for saving, or to pay 

taxes. Thus, we have the following identity, derivable from the national 

income accounts 

c+s+t=y 

Here C is personal consumption expenditures, S is total gross private saving 

(including personal saving, corporate retained earnings, and capital con¬ 

sumption allowances), and T is all taxes, federal, state, and local. 

As in the case of investment, it is useful to distinguish two different con¬ 

cepts of saving. As used in the above equation, S is ex post or actual saving 

as recorded in the national accounts. We need to use the concept of ex ante 

or planned saving, Sp, which may be larger or smaller than S. 

If income in a period turns out to be larger than was anticipated, actual 

saving will turn out to be larger than was planned. When this happens, 

consumption expenditures will increase in the next period as households 
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adjust their saving downward in the direction of the desired level; this will 

increase aggregate demand, leading to a rise in production and income. 

Conversely, if income turns out to be smaller than was expected, actual 

saving will be less than planned saving, and households will reduce con¬ 

sumption later on in an effort to restore their saving to the desired level; this 

will reduce aggregate demand, leading to a decline in production and 

income. Thus, we have the following conditions 

C + Sp + T < Y Expansion (4) 

C + Sp + T = Y Equilibrium (5) 

C + Sp + T > Y Contraction (6) 

Since C + S + T = Y under all conditions, the first condition above implies 

Sp < S, leading to expansion, while the third condition implies that Sp > S, 

leading to contraction. In each of these cases, there must be just enough un¬ 

planned saving or dissaving to make actual saving (S) sufficient to satisfy 

the national income accounting identity C + S + T — Y. 

If condition (5) above is satisfied—that is, if C -f- Sp -f- T = Y—the 

economy may be said to be in income equilibrium. This means that income 

recipients are satisfied with the disposition of income among consumption, 

saving, and taxes. 

Overall Equilibrium 

We can set the left-hand side of (2) equal to the left-hand side of ( 5), 

since each of these expressions is equal to Y. This gives us the condition 

C Ip + G — C Sp T 

If this condition is satisfied, the economy is in both production equilibrium 

and income equilibrium. Subtracting (C -f- G) from both sides of this 

equation, the condition can be restated as 

IP = Sp + (T — G) 

That is, for the economy to be in overall equilibrium—including both 

production equilibrium and income equilibrium—it is necessary for ex ante 

or planned investment to equal ex ante or planned saving plus the surplus in 

the government budget. In fact, by combining the inequalities (1) and ( 3) 

with the inequalities (4) and (6) and subtracting (C + G) from both 

sides, we can obtain the following set of conditions 

Condition Result 

Ir> S, + (T — G) Expansion (7) 
Ip — Sp + (T — Cr) Equilibrium (8) 
Ir<S, + (T- G) Contraction (9) 
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If condition (7) holds, aggregate demand must exceed income, or 

planned saving must be less than actual saving, or both. Any of these 

circumstances will lead to expansion. Conversely, if condition (9) holds, 

aggregate demand must be less than income, planned saving must be greater 

than actual saving, or both. Any of these circumstances will lead to contrac¬ 

tion. Thus, the direction of movement of the economy may be said, at least 

to a first approximation, to depend on the relation between ex ante or 

planned investment, on the one hand, and ex ante or planned saving plus 

the government budget surplus, on the other.3 

Some Complications and Qualifications 

There are several points that the reader should especially take note of 

concerning the above analysis. 

1. In the case of a single market, it is customary to assume that the 

demand is independent of the supply. This assumption is ordinarily approxi¬ 

mately true as long as the analysis applies to a single commodity or a 

relatively small sector of the economy. For the economy as a whole, how¬ 

ever, it is distinctly not true, since an increase in output (supply) causes an 

equal increase in income, thus generating an increase in purchasing power 

which is likely to lead to a rise in demand. For this reason, the analysis of the 

economy as a whole is substantially different from the traditional supply and 

demand analysis of a single market. 

2. The condition that if lv — Sp-\- (T — G), output, employment, and 

the price level will be stable is only an approximation. This condition may 

be satisfied for the economy as a whole under circumstances in which there 

are excess demands in some markets and excess supplies in other markets as 

long as the sum of all the excess demands equals the sum of all the excess 

supplies. Under these conditions, output and employment and/or prices will 

be rising in the markets having excess demands, and falling in the markets 

having excess supplies. However, the effects on output, employment, and 

prices in these different markets may not cancel out; for example, in the 

markets in which there is excess demand the adjustment may predominantly 

take the form of increases in prices, while in the markets having excess 

supply the adjustment may occur mainly through reductions in output and 

employment with little reduction in prices. Thus, it is possible for output to 

fall and the average of all prices to rise under circumstances in which 

Ip = Sp-{- (T — G). On the other hand, the opposite result—rising output 

and employment and falling average prices—could also occur, although this 

result is somewhat less likely. We shall, however, ignore these problems for 

3 For a more extensive discussion of the relation between planned and actual invest¬ 
ment and saving, see pp. 147-52 below. 
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the present and assume that output, employment, and prices will be stable if 

I, = S,+ (T-G)S 
3. There is an asymmetry in the behavior of our economy which may be 

noted briefly at this point. Prices are generally recognized to be somewhat 

more flexible in an upward than in a downward direction. Thus, the 

tendency is for prices to rise when Ip > Sp (T — G), while output and 

employment are likely to feel the chief brunt of the adjustment when 

IP<SP+ (T-G). 
4. The equilibrium which occurs when Ip — Sv~\~ (T — G) may involve 

considerable unemployment of the factors of production. This is a question 

to which we shall give considerable attention later on. 

Plan of Part II 

The purpose of this part of the book is to explain how the conditions of 

macroeconomic equilibrium, described above, are achieved; to consider how 

the equilibrium position of the economy is changed as a result of fiscal or 

monetary policy actions of the government or displacement of certain 

relationships in the private sector; and to discuss, to some extent, the 

dynamic process by which the economy moves from one position of static 

equilibrium to another. 

We begin by examining, in Chapter 5, the determinants of personal 

consumption expenditures as recorded in the national income and product 

accounts. Emphasis is placed on the response of consumption to changes in 

disposable personal income, but other factors influencing consumption, in¬ 

cluding wealth, interest rates, consumer expectations, and so on, are consid¬ 

ered. 

In Chapter 6 we develop the static multiplier—that is, the change in the 

equilibrium level of income produced by an autonomous change in expendi¬ 

tures, taking account of the response of consumption induced by the change 

in disposable personal income. In this chapter, the analysis is extended to 

take account of changes in tax revenues, transfer payments, corporate profits, 

and dividends that are induced directly or indirectly by changes in income. 

Business investment is taken to be exogenous throughout this chapter, the 

purpose being to analyze the effects of exogenous changes in expenditures 

on equilibrium GNP after allowing for induced changes in consumer ex¬ 

penditures. 

Chapter 7 deals with the time path of movements of income from one 

equilibrium position to another. In this chapter, as in Chapter 6, business 

investment is generally taken to be exogenous; however, at the end of the 

chapter some attention is given to the way in which inventory adjustments 

induced by changes in sales may affect the time path of income adjustments. 

4 This matter will come up again in the discussion of inflation in Chapter 16. 



[II] Aggregate Demand and Income Determination • 97 

The chapter also contains some further discussion of the relations between 

ex ante and ex post saving and investment. 

Chapters 8, 9, and 10 deal with the determinants of investment, focusing 

primarily on business expenditures for plant and equipment. In Chapter 8, 

the marginal efficiency of investment concept is developed. Chapter 9 deals 

with the dynamics of investment, with emphasis on the acceleration princi¬ 

ple, while Chapter 10 discusses the financing of investment in a dynamic 

setting. In a concluding section of Chapter 10, the analysis reverts to a static 

setting in order to develop the so-called IS curve, showing the various 

combinations of income and interest rate which will equilibrate the real 

sector of the economy. 

Chapter 11 deals with the demand for money and the determination of 

the interest rate, while Chapters 12 and 13 draw together much of the 

analysis developed in Part II. Chapter 14 introduces some further refine¬ 

ments relating primarily to the behavior of the financial sector of the 

economy. 



Chapter 

5 

THE DETERMINANTS OF 

CONSUMER EXPENDITURES 

Personal consumption expenditures constitute by far the 

largest of the major components of aggregate demand for goods and serv¬ 

ices, amounting consistently to over 60 percent of GNP in recent years. The 

sheer magnitude of consumption spending indicates that changes in such 

spending may have profound effects on economic conditions. Accordingly, 

in any analysis of the determination of national income and employment, 

careful attention must be given to the factors influencing consumer spending. 

Consumption as a Function of Income 

The proposition that consumption expenditures will ordinarily depend 

chiefly on the level of income—rising as incomes rise but by less than the 

rise in income—was first advanced over 30 years ago by John Maynard 

Keynes.1 Since that time, a great deal of research has been done on the 

subject of individual and aggregate consumption. As a result of this research, 

Keynes’s insight has been refined and modified in substantial fashion; never¬ 

theless the notion that income is, under most circumstances, the main 
systematic determinant of consumption is still generally accepted. 

During cyclical fluctuations in economic activity, the relation between 

consumption and income is reasonably well depicted by a function of the 

type shown in Figure 5—1. This function is of the linear form (i.e., when 

plotted on graph paper it becomes a straight line), which can be expressed 

by an equation of the type 

C = cY+Co 

In this equation, C is aggregate consumption expenditure and Y is aggregate 

income. The equation says that if income were zero, consumption would be 

Co, and that as income changes, consumption changes by 100c percent of the 

change in income. The specific consumption function which is shown in 

Figure 5-1 is 

1J. M. Keynes, The General Theory of Employment, Interest, and Money (New 
York: Harcourt, Brace & Co., 1936), chap. 8. 
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C = 0.5Y+ 100 

Here C and Y are expressed in billions of dollars, and the equation states 

that if income were zero, consumption would be $100 billion, and that 

when income changes, consumption will change in the same direction by 0.5 

(or 50 percent) of the change in income.2 

The slope of the consumption function—c in the general case and 0.5 (or 

50 percent) in the specific example shown in Figure 5-1—is called the 

FIGURE 5-1 

Short-Run Consumption Function 

marginal propensity to consume. Thus the marginal propensity to consume 

may be defined as the change in consumption expenditures divided by the 

change in income that causes it. For a linear consumption function, the 

marginal propensity to consume is constant—that is, it does not change with 

income. However, the average propensity to consume, which is simply the 

proportion of income spent on consumption declines as income rises. In the 

example we are using (see Figure 5-1), if income is $200 billion, consump¬ 

tion will be $200 billion, or the average propensity to consume will be 100 

percent; if income is $300 billion, consumption will be $250 billion, or the 

2 The meaning of the constant C0 ($100 billion in this example) is often puzzling to 
students. In one sense it is the amount of consumption spending that would occur if 
income were zero. However, income could scarcely be zero except under conditions of 
utter chaos, in which case the normal consumption function would hardly apply. Actually, 
therefore, C0 has no economic meaning. It serves the purely algebraic function of helping 
to designate a particular straight line. One way to specify a straight line is to give the 
value at which the line intersects the vertical axis, together with the slope of the line. 
In this case the line intersects the vertical (consumption) axis at a value of C0 and has a 
slope of c. 
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average propensity to consume will be 83 percent; and if income is $400 

billion, consumption will be $300 billion, or the average propensity to 

consume will be 75 percent. Thus, even though the marginal propensity to 

consume is constant, the proportion of income consumed falls as income 

rises. 

What Income Concept? From the discussion in Chapter 2, it seems 

apparent that consumption expenditures should be more closely related to 

disposable personal income, which is the amount of income left to consum¬ 

ers after paying their taxes, than to national income, gross national product, 

or personal income. This is true, and we shall accordingly use disposable 

personal income in our analysis. 

Real or Money Values? Another question that arises is whether the 

consumption and income data should be deflated and expressed in constant 

dollars or whether they should be valued at current prices. Since it is 

plausible to assume the absence of "money illusion”—i.e., that if everyone’s 

income were, for example, doubled and at the same time all prices were 

doubled, the volume of consumer goods purchased would be unchanged—it 

seems preferable to deflate both income and consumption expenditures by 

use of an index of consumer prices.3 It usually turns out that the relationship 

between income and consumption is improved when this is done 

Aggregate or per Capita Values? Finally the question arises as to 

whether the relationship is between aggregate income and aggregate con¬ 

sumption or whether it is between per capita income (i.e., aggregate income 

divided by the population) and per capita consumption. Since if income 

remains constant while population, for example, doubles, the average person 

will be only half as well off as before and will presumably adjust his 

consumption accordingly, it is better to relate per capita income and per 

capita consumption. 

3 Since both consumption expenditures and income are ordinarily deflated with the 
same index number (of consumer prices), students are often puzzled as to why deflation 
makes any difference. Suppose income and consumption values at current prices are 
$108 billion and $86.4 billion, respectively, in one year, and $144 billion and $108 
billion, respectively, in the next year. The marginal propensity to consume computed 
from these data would be 

AC 108.0 - 86.4 _ 21.6 

AY ~ 144.0 - 108.0 36.0 '6 

Now suppose the price index (on some third year as a base, of course) was 108 in the 
first year and 120 in second year. The marginal propensity to consume computed from 
the deflated data would be 

AC 90 - 80 10 

AY 120 - 100 20 ‘5 

As a matter of fact, deflation will always change the consumption function except when 
consumption is proportional to income (i.e., the marginal propensity to consume is equal 
to the average so that the function is of the type shown in Figure 5-3). 
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Summary. Thus, the relationship we are concerned with is best formu¬ 

lated as follows: 

Np CNp+Co 

where N is population, p is the consumer price index, Y is aggregate 

disposable personal income valued at current prices, and c0 is per capita real 

FIGURE 5-2 

Shifts in Aggregate Consumption Caused by Changes in Population 

Per capita consumption function (in 1958 dollars): 

consumption when per capita real disposable personal income is zero. This 

can easily be converted into an aggregate consumption function by multiply¬ 

ing through by population (N); thus 

C Y . XT — = c-CqN 
p p 

Thus, C0 (which was equal to $100 billion in the example used above) 

becomes CqN, and, other things remaining constant, an increase in the 

population causes the consumption function to rise. This is a matter of some 

importance, and it is illustrated in Figure 5-2. 
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High Employment versus Cyclical Consumption Functions 

During cyclical fluctuations in which income first falls below the full 

employment level and then rises again toward such a level, a consumption 

function of the type shown in Figures 5-1 and 5-2—i.e., one which is 

characterized by a constant marginal propensity to consume and an average 

propensity to consume which declines as income rises—seems to provide a 

reasonably satisfactory explanation of the behavior of consumption expendi¬ 

tures. In the course of the prolonged decline in economic activity from 1929 

to 1933, the drop in real per capita personal consumption expenditures was 

72.3 percent of the decline in real per capita disposable personal income, 

and during the ensuing recovery period from 1933 to 1937 the correspond¬ 

ing percentage was 72.4 percent. During the postwar period, the American 

economy has passed through four relatively mild recessions—those of 1949, 

1953-54, 1957-58, and 1960-61. While there has been considerable varia¬ 

tion in the behavior of consumption expenditures from one recession to 

another, due presumably to the operation of factors other than income 

affecting consumption, as discussed below, the marginal propensity to con¬ 

sume during the expansion and contraction phases of the four postwar 

recessions has averaged approximately 70 percent. That is, the decline in 

real per capita personal consumption expenditures has averaged about 70 

percent of the decline in real per capita disposable personal income during 

the contraction phases of the cycles, while, on the same basis, the rise in 

consumption has averaged about 70 percent of the rise in income during 

recovery phases prior to the time reasonably full employment has been 

restored. 

On the other hand, when periods of high-level employment and prosper¬ 

ity are compared, the average propensity to consume is remarkably constant 

in the neighborhood of 91 to 93 percent. For example, in the years 1952, 

1953, 1956, 1965, and 1968—all years of high employment and considera¬ 

ble prosperity—the ratio of consumption to income ranged only from 90.9 

to 91.7 percent. This was true in spite of the fact that disposable personal 

income in 1958 dollars rose substantially during this period—from $1,678 

per capita in 1952 to $2,474 per capita in 1968, an increase of 47.4 percent. 

In fact, even going back some 30 years to the prosperity year 1929, we find 

that consumption was 92.7 percent of disposable personal income.4 This 

suggests that during periods of approximate full employment, the consump¬ 

tion function is of the type 

C = 0.9 Y 

4 The constancy of the average propensity to consume (or save) over long periods of 
time was first called to the attention of economists by Simon Kuznets. See his study, Uses 
of National Income in Peace arid War, Occasional Paper No. 6, National Bureau of Eco¬ 
nomic Research, 1942. 
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i.e., that both the average and marginal propensities to consume are equal to 

approximately 90 percent. That is, the consumption function is well de¬ 

picted by a straight line passing through the origin of the consumption and 

income axes and having a slope of 0.9, as shown in Figure 5—3. 

Thus, past behavior of the economy indicates that the marginal propens¬ 

ity to consume out of disposable personal income is about 70 percent during 

periods of cyclical fluctuations and about 90 percent during periods of steady 

growth at full employment. At first glance, this seems an odd and rather 

FIGURE 5-3 

Consumption Function with Growing Income under 
Conditions of Full Employment 

puzzling relationship. However, several possible explanations have been 

suggested by students of consumption. 

One explanation rests on the so-called relative income hypothesis. Ac¬ 

cording to this hypothesis, due to the psychology of "keeping up with the 

Jones,” the fraction of income consumed by an American family commonly 

depends not so much on the absolute level of the family’s income as upon 

the relative position that it occupies in the income distribution. This being 

the case, it is possible that during periods of full employment and generally 

rising living standards, when nearly everyone’s income is rising and there are 

few changes in the relative positions of families in the income distribution, 

consumption spending is "ratcheted” upward in such a way that the ratio of 

consumption to income (the average propensity to consume) remains con- 
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stant.5 On the other hand, when a recession occurs and incomes fall, the 

higher incomes of the past will have set living standards which consumers 

desire to maintain (and in any case find difficult to-give up immediately due 

to contractual commitments). Accordingly, as incomes fall, consuming units 

resist reductions in their consumption standards and tend to reduce saving 

instead, so that consumption falls less than in proportion to income. During 

recovery—prior to the time the prerecession level of income is restored— 

consumption moves back along the path followed during the decline in 

income, as consuming units seek to restore their saving to its normal level.6 

According to this view, consumption spending depends partly on current 

income and partly on living standards which are based in turn on the highest 

level of income reached in the past. Suppose, for example, that the relation¬ 

ship is7 

c = Q.ly + 0.2yp (X) 

where c is per capita real personal consumption expenditures, y is the 

current year’s per capita real disposable personal income, and yp ( for "peak 

income’’) is the highest level of disposable personal income ever reached in 

any past year. Thus, consumption is equal to 70 percent of the current year’s 

income plus 20 percent of past peak income. 

In order to show how such a relationship could explain the simultaneous 

existence of a short-run marginal propensity to consume of 70 percent and a 

long-run marginal (and average) propensity to consume of about 90 per¬ 

cent, let us first consider a situation in which the economy is growing 

steadily at a rate of lOOg percent per year. In such a situation, the past peak 

income for any year is obviously the income of the year before; in fact we 

have 

y = C1 + g)yp 

5 The point can be illustrated by means of a simple example. To begin with, suppose 
there are three families with incomes of $2,000, $4,000, and $8,000, consuming $2,000, 
$3,600, and $5,600, or 100 percent, 90 percent, and 70 percent of income, respectively. 
Thus, total income is $14,000, and total consumption is $11,200 or 80 percent of income. 
Now, according to the relative income hypothesis, if all three families’ incomes double 
(rising to $4,000, $8,000, and $16,000, respectively), their average propensities to con¬ 
sume, which depend on each family’s income relative to the others, will not change (there 
having been no changes in relative position), total consumption will rise to $22,400 out 
of total income of $28,000, and the average propensity to consume of the society as a 
whole will remain at 80 percent. 

6 For a detailed exposition of the argument summarized in this paragraph, see J. S. 
Duesenberry, Income, Saving, and the Theory of Consumer Behavior (Cambridge: Har¬ 
vard University Press, 1952). 

7 This is basically the same type of equation as that used in Franco Modigliani, "Fluc¬ 
tuations in the Savings-Income Ratio: A Problem in Economic Forecasting,” in Studies in 
Income and Wealth, Vol. 11, National Bureau of Economic Research, 1949. A similar 
equation, although differing in detail, is developed in Duesenberry, op. cit. 
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or 

yp 
y 

1 + 5 

Substituting this for yp in Equation 1, we have 

c = o.7y + 
0.2 

1 + 5 
y 

or 

(°'7 + HFgV 
Over the past 20 years or so the average growth of real per capita disposable 

personal income has been about 2.25 percent per year (i.e., g — 0.0225). In 

this case, 0.2/(1 + g) is equal to 0.2/1.0225, or 0.196, and we have 

c = 0.896jy 

Thus, the marginal (and average) propensity to consume under such condi¬ 

tions of steady growth is approximately 90 percent.8 

Suppose now that a recession occurs and income falls below the full 

employment level. For purposes of illustration, suppose that the highest 

real per capita disposable personal income attained before the recession was 

$1,900. Thus, during the decline and recovery yp will remain constant at 

$1,900, and according to Equation 1, the consumption function will be 

r = 0.7jV + 0.2(1,900) 

or 

c = 0.7y + 380 

The results of our analysis are summarized graphically in Figure 5-4. 

The line OD is the relation c = 0.9y and expresses the path along which 

consumption moves in relation to income when income is growing at a rate 

of around 2.25 percent. The lines AA\ BB', and CO are successive cyclical 

consumption functions for three business cycles for which peak income is 

assumed to be $1,900 per capita, $2,200 per capita, and $2,500 per capita, 

respectively. Suppose we start at point P on line OD and income grows 

steadily under conditions of full employment until we come to A, at which 

point for some reason a decline in business activity and income sets in. 

Instead of moving back over the path OD along which it has just come 

8 It may be noted that the average propensity to consume under conditions of full em¬ 
ployment depends upon the rate of growth of income. However, for plausible rates of 
growth of from, say, 1 to 5 percent (g = 0.01 to 0.05), the average propensity to consume 
will not depart very far from 90 percent. We are not, of course, trying to make precise 
calculations, but merely to establish approximate orders of magnitude. 
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consumption will fall back along the path A A' as income falls and then 

move back to point A (again following AA') as recovery develops.9 When 

income gets back to the full employment level at A, it once again takes the 

full employment path, with consumption and income moving along OD 

until point B is reached and another cyclical movement occurs. And so on. 

Starting from the consumption function formulated in per capita terms 

(Equation 1 above), it is possible to translate into aggregative terms by 

multiplying through by the population (designated by N). If C and Y are 

aggregate consumption and aggregate income, respectively, while c and y 

FIGURE 5-4 

Hypothetical Cyclical and Long-Run Consumption Functions 

are the corresponding per capita magnitudes, we have C = Nc and 

Y — Ny. Accordingly, when we multiply both sides of Equation 1 by N, 

we obtain 

C= O.lY+O.lyJSf 

Since the population in 1968 was approximately 201.2 million and per 

capita disposable personal income in 1968 (the highest level reached at that 

time) was $2,474 (valued at 1958 prices), the short-run consumption 

function in aggregative terms for 1968 would be approximately 

C = 0.7^ + (0.2)($2,474)(201.2 million) 

9 The results obtained by Duesenberry (op. cit.) are quite similar to those given here 
(which follow Modigliani), except that Duesenberry’s short-run consumption functions 
are curved lines (nonlinear) rather than straight lines such as those shown in Figure 5-4. 
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or 

C = OJY + 100 (in billions of 1958 dollars) 

This may be taken as a rough approximation of the path that might have 

been followed by consumption if a decline in economic activity were to have 

occurred in 1968 with population remaining constant. 

In addition to the analysis based on the relative income hypothesis, there 

are two other ways of explaining and reconciling the difference between the 

long-run and cyclical behavior of consumption. One is the so-called life 

cycle hypothesis/° which begins from the utility functions of individuals (or 

households) and, by making certain assumptions about these utility func¬ 

tions, derives the proposition that 

ct = kvt 

where ct is the consumption of an individual, vt is the present value of the 

total resources accruing to the individual over the rest of his life, and k is a 

factor of proportionality. The total resources becoming available over the 

individual’s life can be taken as the sum of the individual’s net worth at the 

end of the previous period plus his nonproperty income during the current 

period plus the sum of the discounted values of the amounts of nonproperty 

income he expects to receive in future periods. 

Assuming that the discounted sum of expected future nonproperty in¬ 

come is proportional to current nonproperty income and aggregating over 

individuals, a total consumption function can be derived in the following 

form 

Ct — oYtn ~b bAt—i (2) 

where Ytn is aggregate nonproperty income in period t and At_t is aggregate 

net worth at the end of period t — 1. Property income in period t is rAt_1 

where r is the rate of return on net worth. Total income (Y) is equal to 

nonproperty income plus property income; that is, 

Yt = Ytn + rAt—i 

or 

Ys = Yt — rAt-i (3) 

Substituting Equation 3 into Equation 2 and simplifying, we obtain 

Ct = ctYt *T (b — af)At-\ 

Statistical estimates of Equation 2 suggest that the values of a and b are 

about 0.7 and 0.06, respectively. If we take r, the rate of return on net worth 

to be constant at about 0.04, this gives us approximately 

10 For a detailed discussion, see Albert Ando and Franco Modigliani, "The 'Life Cycle’ 
Hypothesis of Saving: Aggregate Implications and Tests,’’ American Economic Review, 
Vol. LID, March 1963, pp. 55-84. 
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Ct = 0.lYt + 0.03 At-i (4) 

To see the long-run implications of this consumption function, divide 

both sides of Equation 4 by Y*.11 This yields 

$■ = 0.7 + 0.03 ^ 
I t I t 

In the long run, income and net worth can be expected to grow at the same 

rate, and empirical evidence indicates that the ratio of net worth to income 

has been in the neighborhood of 5. Substituting a value of 5 for At_x/Yt, 

we obtain 

That is, on these assumptions, in the long run consumption will be a 

constant proportion of income, the proportion being 85 percent. Thus, the 

long-run consumption function will be a straight line like OC in Figure 5-3- 

In the course of a business cycle, investment will decline and the rate of 

growth of net worth will be reduced. If, as an approximation, we assume 

that it stops growing entirely and is constant at a level of $3,000 billion, the 

short-run consumption function for that cycle would become (from Equa¬ 

tion 4), 

Ct = O.lYt + 90 

This consumption function would be a straight line with an intercept of $90 

billion on the vertical axis, similar to the function depicted in Figure 5—1. 

Combining short-run and long-run behavior, we would get a picture similar 

to that depicted in Figure 5—4. 

The third approach to a reconciliation of the secular and cyclical behavior 

patterns of consumption is the permanent income hypothesis developed by 

Friedman.12 Both income and consumption are divided into "permanent” and 

"transitory” components. Permanent consumption (Cv) is taken to be pro¬ 

portional to permanent income ( Yv ); that is, 

Cp = kYp 

The ratio, k, is not, in principle, a constant but rather would vary with the 

interest rate at which consumers could borrow or lend, the age structure of 

the population, and so on, although Friedman concludes that it has, in fact, 

been roughly constant over a long period of time. In addition, we have 

Y = Yp + Y, 

C — Cp + Ct 

11 For a more detailed derivation of the estimates given here, see ibid., pp. 76-80. 

12 See Milton Friedman, A Theory of the Consumption Function (Princeton, N.J.: 
Princeton University Press, 1957). 
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where Y and C are measured income and consumption (as recorded in the 

national income accounts, for example), Yp and Cp are permanent income 

and consumption, and Yt and Ct are transitory income and consumption. 

The key assumption is that there is no systematic relation between transitory 

consumption and transitory income—that is, in effect, the marginal propen¬ 

sity to consume out of transitory income is zero. Transitory income would 

include "windfalls,” such as lottery winnings, temporary variations in in¬ 

come due to seasonal factors, cyclical fluctuations, etc., while permanent 

income would be the income judged by the individual to be "normal.” 

In essence, permanent income is a concept that is oriented toward the 

future. However, there is no practical way of measuring or quantifying 

income in this sense. Consequently, in his work with time series Friedman 

takes permanent income to be a moving average of the incomes of past 

years. The moving average covers a period of 17 years, with the current 

year’s income receiving a weight of 33 percent, the previous year’s income a 

weight of 22 percent, and the preceding 15 years’ incomes a series of rapidly 

declining weights. For the nonwar years from 1905 through 1951, Friedman 

obtains the consumption function 

C = 0.88YP 

That is, the marginal (and average) propensity to consume out of perma¬ 

nent income is 88 percent. This can be viewed as the long-run consumption 

function corresponding to line OC in Figure 5-3. The short-run marginal 

propensity to consume, on the other hand, is very low. If the current year’s 

income should fall by $100, this would reduce permanent income by only 

about $33, since, as indicated above, the current year’s income has a weight 

of 33 percent in the computation of permanent income. With a marginal 

propensity to consume out of permanent income of 88 percent, this would 

cause consumption to decline by about $29 (33 X 0.88 = 29.04). That is, 

the one-year marginal propensity to consume is about 30 percent. This is 

somewhat misleading, however, since under Friedman’s definitions, con¬ 

sumption does not include purchases of consumer durable goods, such as 

automobiles, furniture, and home appliances. Instead these are treated as 

investment and therefore constitute one of the forms that consumer saving 

may take. Thus, the use of a windfall of income to buy durable goods would 

not be inconsistent with Friedman’s assumption that the marginal propensity 

to consume out of transitory income is zero. Similarly, in the case of the 

aggregate consumption function referred to above, the 30 percent one-year 

marginal propensity to consume refers only to expenditures for nondurable 

goods and services. In addition, there might be a substantial adjustment in 

purchases of durable goods, making the short-run response of consumption 

to income comparable to that uncovered by other studies if the same 

definitions were employed. 

The consumer unit’s wealth may be viewed as the present value of its 

expected future income receipts discounted to the present. Or, to turn the 



110 • Macroeconomics 

relation around, its permanent income may be viewed as the current year’s 

return on its wealth in this sense. That is, 

Yp = iW 

where Yp is permanent income, W is wealth (including "human” wealth, 

that is, the present value of the expected future income from work effort), 

and i is the appropriate rate of return on wealth. When the permanent 

income hypothesis is viewed in this way, it clearly bears a close relation to 

the life cycle hypothesis discussed above. 

Factors Other than Income Affecting Consumption13 

Although income and perhaps wealth are the most important variables 

affecting consumption, there are changes in consumer expenditures which 

can hardly be accounted for by changes in income and wealth alone. We 

shall consider briefly several other factors which appear to affect 

consumption. 

1. Consumer Attitudes and Expectations„14 Consumption expendi¬ 

tures are determined not only by ability to buy, which depends to a consider¬ 

able extent upon income, but also by willingness to buy. The latter under¬ 

goes variations which are related to changes in consumer attitudes and 

expectations. As far as income expectations are concerned, there is evidence 

that, other things being equal, those who expect their incomes to increase 

have a tendency to spend more and save less than do those who expect their 

incomes to decline. Thus, we may expect that when the general business 

outlook is favorable, the consumption function may be higher than when it 

is unfavorable. In particular, expectations of higher incomes seem to stimu¬ 

late more frequent and larger purchases of "big ticket” durable goods, such 

as automobiles, electric appliances, and furniture. 

Studies of consumer behavior indicate that the effects of price expecta¬ 

tions are not always what one might expect. For example, one might 

suppose that expectations of falling prices would cause consumers to post¬ 

pone spending and wait for the expected declines to materialize; however, 

there are indications that people may buy more when they expect prices to 

fall because they associate falling prices with healthy economic conditions. 

13 For an excellent discussion of many of the points taken up in this section, as well as 
further references to the relevant literature, the student is referred to D. B. Suits, “The 
Determinants of Consumer Expenditure: A Review of Present Knowledge,” in Impacts of 
Monetary Policy, Research Studies Prepared for the Commission on Money and Credit 
(Englewood Cliffs, N.J.: Prentice-Hall, Inc., 1963), pp. 1-57. 

14 The Survey Research Center at the University of Michigan has pioneered in the study 
of consumer attitudes and expectations. The results are summarized in two books by George 
Katona entitled Psychological Analysis of Economic Behavior (New York: McGraw-Hill 
Book Co., 1951) and The Powerful Consumer (New York: McGraw-Hill Book Co., 
I960).. 
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Studies also indicate that price expectations are quite unstable and change 

frequently and that the reasons for holding price expectations are often quite 

superficial. Nevertheless, it seems clear that there are times when strong 

expectations of rising prices may induce a sharp increase in consumer 

spending. In fact, this seems to have happened at the time of the outbreak of 

die Korean War in mid-1950. 

2. Interest Rates and Credit Conditions. It used to be felt that saving 

was markedly influenced by interest rates, although there has always been 

some uncertainty as to the nature of the effect. Higher interest rates may 

cause some people to save more, while for others—for example, those who 

are saving to accumulate a given retirement income—higher interest rates 

may mean they can achieve their objectives with less saving. Probably the 

consensus today, among economists is that interest rates have no more than a 

very minor effect on the level of saving. Much saving is apparently moti¬ 

vated by a desire to accumulate funds for some specific future use, such as 

making a down payment on a house or putting children through college, 

rather than for income purposes.15 Saving of this kind is not likely to be 

much influenced by interest rates. However, relative interest rates on differ¬ 

ent types of claims—such as savings deposits, shares in savings and loan 

associations, and United States savings bonds—may affect the form in which 

savings are held. 

There is one way in which saving and consumption, as measured in the 

national income accounts, may be influenced by interest rates and credit 

conditions. This is through the use of consumer installment credit. Higher 

interest rates and tighter credit conditions may restrict consumer expendi¬ 

tures on durable goods financed by installment credit. Thus, credit condi¬ 

tions, while not especially affecting positive saving, may encourage or 

discourage dissaving through this particular channel.16 

3. Liquid Assets. As indicated above, the life cycle hypothesis and, in 

a sense, the permanent income hypothesis introduce wealth or consumer net 

worth directly into the aggregate consumption function. However, some 

studies have placed special emphasis on the accumulated stock of consumer 

liquid assets—demand deposits, currency, time deposits, United States 

savings bonds, etc.—as a determinant of consumption.17 The evidence con¬ 

cerning the effects of liquid assets is somewhat mixed. Under normal con¬ 

ditions, the changes that occur in the stock of liquid assets during a year’s 

time are probably not large enough to exert a major influence. Moreover, 

15 On this, see Katona, The Powerful Consumer, op. cit., chap. 7, and pp. 222-24. 

16 A recent study has uncovered evidence that consumer demand for durable goods is 
influenced by interest rates. See M. J. Hamburger, "Interest Rates and the Demand for 
Consumer Durable Goods,” American Economic Review, Vol. LVII, December 1967, pp. 
1131-53. 

17 See, for example, Arnold Zellner, "The Short Run Consumption Function,” Econo- 
metrica, Vol. XXV, October 1957, pp. 552-67. 
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changes in household holdings of liquid assets can, in general, scarcely be 

regarded as exogenous to the system since, like consumption and saving, 

they are largely subject to the discretion of households. Consequently, their 

introduction would require the development of a systematic analysis of their 

underlying determinants. Under some special conditions, however, changes 

in consumer liquid assets may be especially important and may also be re¬ 

garded, with reasonable propriety, as being essentially exogenous. For exam¬ 

ple, immediately after World War II, there was a large upsurge in con¬ 

sumer spending, which was in all probability partly caused by the huge 

increase in consumer liquid assets that resulted from the methods used to 

finance the war.18 
4. Distribution of Income. Two different aspects of income distribu¬ 

tion are often considered by economists: the personal distribution of income 

among individuals or families in different income brackets, and the functional 

distribution of income among the categories of wages, rent, interest, and 

profits. One might expect that consumption out of a given aggregate income 

would be smaller the more unequal was the personal distribution of income, 

because persons with high incomes would save a larger proportion of their 

incomes than would persons with low incomes. However, the statistical 

evidence in support of this expectation is not very impressive. Similarly, one 

might expect that a change in the functional distribution of income away 

from wages and toward profits would reduce consumption because the 

saving tendencies of profit recipients would be greater than those of wage 

earners. There are two reasons why this might be so: first, profit recipients 

are likely to be in higher income brackets than wage earners and, second, 

profit recipients have a special motivation to save in order to be able to 

finance further investment in their businesses. There is indeed some statisti¬ 

cal evidence that the propensity to save of profit recipients is greater than 

that of wage earners. It should be noted, however, that the functional 

distribution of income bears a reasonably systematic relation to the level of 

income, so that the effects on consumption of "normal” changes in the 

functional distribution of income are presumably captured to a considerable 

extent by aggregate consumption functions of the type discussed above. 

5. Other Factors. Shifts in the consumption function may occur due to 

changes in consumer tastes, changes in the attractiveness of products, adver¬ 

tising outlays, etc. For example, the heavy demand for automobiles in 1955 

and the reduced demand in 1956, which were large enough to affect the 

overall level of consumption significantly, probably can be attributed largely 

to factors of this kind. Moreover, the demand for consumer durable goods 

18 At a more abstract level, it is sometimes postulated that consumption spending is 
influenced by the accumulation of "net claims against the government.” The aggregate 
change in such net claims during any time period is determined by the federal government 
budget deficit or surplus, and it may therefore properly be regarded as exogenous. For a 
discussion of the theoretical implications of this idea, see Chapter 15. 
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has special characteristics, in addition to the use of installment credit re¬ 

ferred to above, which cause it to behave differently from the demand for 

nondurable goods and services,19 Capital gains or losses resulting from 

changes in the value of existing wealth are not included in income as 

measured in the national accounts. At times such gains or losses may exert 

an appreciable effect on consumption expenditures. Finally, it may be noted 

that over very short periods of time, such as a quarter of a year, there is a 

good deal of random variation in consumption, so that the relation between 

consumption and income for such periods is less reliable than for longer 

periods. 

Method of Handling Determinants Other than Income. Most of the 

factors discussed above are rather difficult to integrate directly into a model 

of the economy, because they are frequently caused by changes in consumer 

psychology or in public policy. Accordingly, we shall view consumption as 

dependent chiefly on income, in accordance with our earlier analysis. When 

we wish to take account of the effects of changes in consumer expectations, 

growth of consumer liquid assets, or other factors, we shall handle such 

changes by introducing appropriate shifts in the consumption-income 

relationship. 

19 See Chapter 9, p. 190. 



Chapter 

6 

INCOME DETERMINATION 

WITH AUTONOMOUS 

INVESTMENT 

We are now ready to consider the determination of equilib¬ 
rium income in the simple case in which the only types of expenditures are 
consumption expenditures and investment expenditures. We shall assume 
that consumption depends upon income in accordance with a short-run 
consumption function of the type discussed above, and, in order to simplify 
matters, we shall also assume, for the time being, that all incomes earned are 
paid out to the factors of production so that disposable personal income and 
GNP are identical. For the present, we shall not concern ourselves with the 
determinants of investment but shall take the rate of investment expendi¬ 
tures as given. 

As pointed out earlier in this chapter, increases in aggregate demand may 
raise the level of output and employment, they may merely push up prices, 
or they may produce a mixture of output-employment increases and price 
increases; similarly a fall in aggregate demand may reduce output and 
employment or prices of both. This is a matter to which we shall give 
considerable attention later on,1 but for the present we shall avoid dealing 
with it by assuming that there is ample excess labor and plant capacity so 
that output and employment can increase without driving up the price level; 
that is, we shall assume that prices and wages remain constant as output 
increases, so that money income and real income move precisely parallel to 
one another. 

Let us begin with a simple numerical example. Suppose the consumption 
function is 

C= 0.5Y+ 120 

where C and Y are the annual rates of consumption expenditures and 
income (GNP), respectively, expressed in billions of dollars (since we are 
assuming prices remain constant, it doesn’t matter whether we calculate 
values at current prices or constant prices). Suppose further that private 

See Chapters 15 and 16. 
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investment expenditures (/) are running at an annual rate of $100 billion 

per year; that is 

I = 100 

Since for the time being we are assuming that there is no governmental 

activity, aggregate demand is simply equal to consumption expenditures plus 

investment expenditures. On the other hand, aggregate supply is equal to the 

amount of output being produced, or alternatively—since the production of 

a dollar’s worth of gross output necessarily generates a dollar of gross 

income—total gross income, Y. Equilibrium requires that aggregate demand 

be equal to aggregate supply; thus, the condition for equilibrium is 

Y = C+ I 

It is a simple matter to find equilibrium income algebraically. We simply 

substitute 0.5 Y + 120 for C and 100 for I, thus obtaining 

0.5Y+ 120 + 100 

and solve for Y, which gives us 

Y = 440 

If income is $440 billion, we have: 

Y( = aggregate supply}.$440 billion 
C ( = 0.5Y+ 120). 340 billion 
1. 100 billion 
A( = Y - C). 100 billion 
Aggregate demand ( = C + I). 440 billion 

It is apparent that aggregate demand equals aggregate supply, or, alter¬ 

nately, that planned saving (S) equals planned investment. These two 

conditions were shown earlier to be alternative ways of specifying aggregate 

economic equilibrium, or conditions under which income and employment 

would remain constant. 

The equilibrium level of income is depicted graphically in Figure 6-1. In 

this diagram, expenditures (i.e., consumption and investment) are measured 

on the vertical axis, while income is measured on the horizontal axis. The 

line OP, drawn at an angle of 45 0 between the two axes, has the characteris¬ 

tic that at all points on it expenditures are equal to income. The line AB is 

simply the graph of the consumption function C — 0.5T + 120 and shows 

how consumption behaves as income changes. The line CD, which is 

vertically above AB by $100 billion, shows how total expenditures (con¬ 

sumption and investment together) behave as income changes. The equilib¬ 

rium position is the place where the total expenditure line, CD, intersects 

the 45° guideline, since at this point (point Q in Figure 6-1), expenditures 
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FIGURE 6-1 

Determination of Equilibrium Income 

are equal to income, or alternatively saving equals investment—investment 

being the distance ( QE) between line AB and the 45 ° guideline. 

It may be noted that in this case the equilibrium is stable; that is, if some 

force should push the economy away from equilibrium it would tend to 

bounce back toward the equilibrium position. This is illustrated by the 

following table (billions of dollars): 

Case of Ex- Case of Ex¬ 

cess Demand cess Supply 

Y ( = aggregate supply).400 500 

C(=0.5Y+ 120).320 370 

/.100 100 
y ( = y — C). 80 130 

Excess demand ( = C -f- I — Y). 20 — 30 

I - S. 20 -30 

In the case illustrated in the first column, income is at the $400 billion level, 

but there is excess demand of $20 billion—or, alternatively, planned invest¬ 

ment exceeds planned saving by $20 billion. Producers will adjust produc¬ 

tion rates upward to satisfy the excess demand, and income will rise. On the 

other hand, in the case shown in the second column, income is $500 billion, 

but there is excess supply (negative excess demand) of $30 billion; or, 

planned saving exceeds planned investment by $30 billion. Producers, find¬ 

ing that they cannot sell as much as they are producing, will reduce their 

production, and income will fall. Whenever income is below equilibrium 

($440 billion), it will rise, and whenever it is above equilibrium, it will 
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fall: that is, it always tends to move toward equilibrium. (The two cases in 

the table are shown at points P and R in Figure 6-1.) 

The general algebraic presentation of this model, together with its solu¬ 

tion, is as follows: 

C= cY+C0 

Y=C+I 

The equilibrium solution is simply 

Y = - 
1 - c 

so that for each value of investment (/), there is an equilibrium level of 

income (Y). As will be explained in Chapter 7, the model will be stable if 

the marginal propensity to consume (c) is smaller than unity. 

(1) 

THE MULTIPLIER 

Suppose now that for some reason, as yet unexplained, the rate of 

expenditure on investment increases. What effect will this have on the level 

of income? Suppose we designate the initial income as Yu corresponding to 

investment of h; what we want to know is the level, Y2, to which income 

will rise if investment rises to a higher level, /2. By Equation 1 above, we 

have 

v _ Co + Ii 
Yl~Y^~T 

and 

(2) 

xr _ Co + Iz 
X 2-Z- 

1 — C 

Subtracting Equation 2 from 3, we have 

r2 — y, = 
1 — c 1 — c 

or, since AY = Y2 — Yx and AI — I2 — Ily we have 

O) 

AY= —L- AI 
1 — c 

The multiplier may be defined as "the change in income divided by the 

change in investment that caused it”—that is, the multiplier is AY/A/. 

Consequently, we have 
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= —-— = The multiplier 
Al 1 — c 

In words, this says 

Multiplier =  -■=-=-——;-:- 
r 1 — Marginal propensity to consume 

or, since 

Marginal propensity to save = 1 — Marginal propensity to consume 

we have. 

Multiplier = 
Marginal propensity to save 

A graphical derivation of the multiplier is given in Figure 6-2. 

In our numerical example, the marginal propensity to consume is 0.5; 

consequently the multiplier is 2. Thus, an increase of $10 billion per year in 

the rate of investment will raise the equilibrium level of income by $20 

billion. After this has happened, starting from the initial equilibrium posi¬ 

tion given above in which investment was $100 billion and income was 

$440 billion, we will be in the following position (billions of dollars): 

Y ( = aggregate supply).460 

= 0.51" + 120).350 

1 (new level) .110 

S ( = Y - C).110 

Aggregate demand ( = <7 + 1).460 

Clearly, this is an equilibrium, since aggregate demand equals aggregate 

supply, or planned saving equals planned investment. 

The multiplier will be larger, the larger is the marginal propensity to 

consume (smaller is the marginal propensity to save). Thus, the multiplier 

is 10 if the marginal propensity to consume is 0.9, 5 if the marginal 

propensity to consume is 0.8, 2 if the marginal propensity to consume is 0.5 

(as in our example), and so on. 

The multiplier can be explained very easily in commonsense terms. 

When investment expenditures rise, this will stimulate production and cause 

income to rise. As income rises, a portion (measured by the marginal 

propensity to consume) will be spent on consumption, while the remainder 

(measured by the marginal propensity to save) will be set aside as saving. 

The consumption spending tends to stimulate production and cause a further 

rise in income. Equilibrium will be reached when the additional saving 

caused by the rise in income is sufficient to balance the initial increase in 

investment, thus restoring the equality between planned saving and planned 

investment If (for example) the marginal propensity to save is 20 percent, 



income will have to rise by $5 in order to induce $1 of additional saving. 

Consequently, income will have to rise by five times the initial increase in 

investment in order to induce enough additional saving to restore a balance 

between planned saving and planned investment. When this has been 

accomplished, income will stop rising. 

The static multiplier, to which the present discussion relates, merely tells 

us how much the equilibrium level of income will rise as a result of a 

sustained increase in investment. Obviously, income does not instantly jump 
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to the new equilibrium when investment increases; rather it is a matter of 

hiring workers, increasing production, and so on, which takes time. In the 

next chapter, we will discuss the dynamics of the multiplier, or the nature of 

the process by which income changes from one level to the other. 

INTRODUCTION OF FISCAL VARIABLES 

In the above discussion, we deliberately left out government spending 

and taxing by making the assumption that all output was used either for 

private consumption or private investment. Let us now make the analysis 

somewhat more realistic by introducing government activity into our model. 

We shall begin with a model in which all taxes are lump-sum taxes—that is, 

the government’s tax collections do not change as income changes.2 With 

government activity, the equilibrium condition becomes 

Y=C+Z+G (4) 

where Y is total gross output (or income), C is consumption, I is planned 

investment and G is government purchases of goods and services. Since all 

income must be either spent on consumption, saved, or paid to the govern¬ 

ment in taxes, we have Y = C + S + T, where S is planned saving and T is 

net taxes. Eliminating C between this equation and Equation 5 and transpos¬ 

ing terms, we obtain 

I = S + (T — G) (5) 

That is, the equilibrium condition can also be stated as “planned investment 

is equal to planned saving plus the government’s surplus (or minus its 

deficit).” This is an extension of the equilibrium condition "planned invest¬ 

ment is equal to planned saving” that applies in an economy without 

government activity. 

Government Purchases of Goods and Services 

Since government purchases of goods and services enter into the analysis 

in exactly the same way as private investment, the multiplier applicable to 

such government purchases is the same as that applicable to investment as 

discussed above. Thus, for government purchases, we have 

Multiplier = — -— 

That is, an increase in government spending on, say, public works will 

stimulate additional production and income, and the rise in income will 

2 An example of a lump-sum tax would be a "head tax” of so much per person. Col¬ 
lections under such a tax would depend only on the size of the population and would not 
change with income. 
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continue until it has produced a sufficient rise in planned private saving to 

balance the rise in government expenditures (reduction of government 

surplus), so that the equilibrium condition (Equations 4 and 5 above) will 

be satisfied. 

Changes in Taxes and Transfer Payments 

A reduction in taxes, like an increase in government purchases of goods 

and services, will raise the level of aggregate demand and will set off a 

multiplier effect. Ordinarily, the effects of tax reductions are indirect and 

somewhat weaker than the effects of increases in expenditures on goods and 

services. The reason is that a reduction of taxes does not directly add 

anything to aggregate demand, whereas an increase in government pur¬ 

chases of goods and services is itself an increase in aggregate demand which 

tends directly to increase the national product. A tax reduction increases 

spending on goods and services only to the extent that it induces the 

recipients of the tax relief to spend more than they otherwise would have 

spent. 

This can perhaps best be brought out by means of an example. Suppose 

that the government reduces taxes by $100 million. As a result, taxpayers 

are left with $100 million more of disposable income than they otherwise 

would have had. Suppose the marginal propensity to consume is 80 percent. 

Then taxpayers will increase their consumption expenditures by 80 percent 

of the increase in their disposable incomes, or by $80 million, while increas¬ 

ing their saving by $20 million. The expenditures of $80 million can be 

expected to generate $80 million of additional production and income, part 

of which will be spent on additional consumption, thus initiating the 

multiplier process. With a marginal propensity to consume of 80 percent, 

the ordinary multiplier will be 5, and the total expansion will be $400 

million (that is, 5 times the initial autonomous increase in consumer 

spending of $80 million). Consumption will increase by a further $320 

million (80 percent of the $400 million increase in income) and saving by 

a further $80 million. The results may be summarized: 

Taxes.—100 

Consumption expenditures.*. 400 

By those whose taxes were reduced. 80 

By others. 320 

Saving. 100 

By those whose taxes were reduced. 20 

By others.   80 

When the process is completed, the government surplus will have been 

reduced by $100 million (due to the fall in taxes of that amount), while 

planned saving will have increased by $100 million, so that the condition of 

equilibrium will be satisfied. In this case, the multiplier for the tax reduction 
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is —4; that is, the decline in taxes of $100 million has increased the level of 

income by $400 million. 

This result can easily be generalized. If AT is the change in taxes, AT is 

the change in income, and c is the marginal propensity to consume, the 

change in expenditures resulting directly from the tax adjustment will be 

—cAT. This initial effect will be subject to the ordinary multiplier explained 

earlier, which will be 1/(1 — c). Thus, the change in income is given by 

the following expression: 

AT = - —'— AT 
1 — c 

and the multiplier applicable to tax changes is 

AT _ c 
AT~ 1 - c 

In the example considered above, this multiplier is —0.8/(1 — 0.8), or 

—4. 

An increase in transfer payments of $100 million, with a marginal 

propensity to consume of 0.8, will likewise raise total income by $400. In 

general, the multiplier for transfer payments is c/(l — c), the same as the 

multiplier applicable to tax changes, except with the opposite sign, because 

transfer payments are, in essence, negative taxes. 

It may be noted that 

That is, the multiplier for transfer payments is one less than the ordinary 

multiplier applicable to private investment or government purchases of 

goods and services. Similarly, the multiplier for tax adjustments is one less 

than the ordinary investment or government purchases multiplier, but with 

the opposite sign. 

The Balanced Budget Multiplier 

At first glance, it might seem that if the government were to increase its 

expenditures while at the same time raising taxes by an equal amount, it 

would be taking as much oqt of the expenditure stream through taxes as it 

was putting in through spending, so that the effect on the level of economic 

activity would be neutral—i.e., it would neither cause business activity to 

expand nor cause it to contract. On more careful examination, however, it is 

apparent that such a balanced increase in expenditures and taxes would 

usually have an expansive effect. 

Suppose, for example, that government purchases of goods and services 
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are increased by $100 million and that taxes are increased by an equal 

amount, and suppose further that the marginal propensity to consume is 0.6. 

Initially, then, government purchases will be increased by $100 million, 

while private consumption expenditures will be reduced by $60 million ( 60 

percent of the $100 million increase in taxes). Thus, total expenditures will 

be increased by $40 million ($100 million increase in government pur¬ 

chases minus $60 million decrease in private spending). This net increase in 

expenditures will be subject to the ordinary multiplier of l/( 1 — c); with c 

of 0.6, this multiplier will be 2.5. Thus, the total increase in income will be 

2.5 times $40 million, or $100 million. That is, an increase of $100 million 

in both expenditures and taxes will raise equilibrium income by $100 

million, or the balanced, budget multiplier will be unity. 

In the case in which taxes are of the lump-sum variety, not affected by 

changes in income, it is easy to show that the balanced budget multiplier is 

equal to unity regardless of the value of c, the marginal propensity to 

consume. That is, when we add the multiplier for government purchases, 

1/(1 — c), and the multiplier for taxes, —c/( 1 — c), we have 

AY _ 1 c _ 1 — c_ 

A B 1 — c 1 — c 1 — c 

where AB represents an equal increase in government purchases and in taxes. 

The student may verify for himself that in such a case it would be necessary 

to raise taxes by 1 /c times an increase in government purchases in order to 

prevent any expansion of aggregate demand. The analysis applies, of course, 

in the opposite direction, that is, a balanced reduction in government 

purchases and in taxes will lower the equilibrium level of income by the 

amount of the reduction. 

Taxes Responsive to Income 

In the above discussion, we have made the unrealistic assumption that all 

the taxes and transfer payments are of the lump-sum variety, or at least of 

some kind not dependent on income. In practice, nearly all of the taxes 

which are used are in one degree or another responsive to income—that is, 

tax collections rise with income. Moreover, some types of transfer payments, 

such as unemployment compensation benefits, tend to fall as the level of 

income and employment rises and to rise as the level of income and 

employment falls. We shall now adapt our analysis in a rather simple way 

to allow for this dependence of tax collections and transfer payments on the 

level of income. 

To begin with, the change in total income in any period is equal to the 

sum of the change in consumption expenditures (AC) plus the change in 

investment expenditures (AI) plus the change in government purchases of 

goods and services (AG). That is, 
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AY = AC + AI + AG (6) 

Since we assume that consumption is dependent on disposable personal 

income (Yd), we have 

AC = cAYd • (7) 

For the present, we shall make the oversimplified assumption that to derive 

disposable income from GNP (Y) it is only necessary to subtract taxes (X) 
and add government transfer payments (F). That is, 

AYd = AY - AX + AT 

Let us define net taxes (T) as taxes minus transfer payments, i.e., treat 

transfer payments as negative taxes. Thus, 

AT = AX- AF 

or 

AYd = AY - AT (8) 

If we treat taxes and transfer payments as partly dependent upon GNP 

and partly autonomous and therefore subject to adjustment by government, 

we have 

AT = t AY + ATo (9) 

where AT is the total change in net taxes, AT0 is the autonomous element in 

net taxes, and t may be called the "the government’s net marginal propen¬ 

sity to collect taxes.” The size of t will, of course, depend upon the nature of 

the laws governing taxes and transfer payments. For example, if a progres¬ 

sive personal income tax, which is highly sensitive to changes in income, is 

an important part of the tax system, this will tend to make t large.3 

Similarly, a liberal unemployment compensation system, which pays large 

benefits to workers when they become unemployed, will make t large by 

causing transfer payments to rise sharply (thus causing net taxes to fall) 

when income falls. 

Substituting from Equations 7, 8, and 9 into Equation 6, we obtain 

AY = c AY — ct AY - c ATa + AI + AG 

AYQ. — c -f- ct) = —c ATa -f- AI -f- AG 

3 A progressive tax is one for which the ratio of tax payments to income increases as 
income increases; that is, taxes change more than in proportion to income. A regressive tax 

is one under which the ratio of tax payments to income falls as income rises, while a pro¬ 

portional tax is one under which the ratio of tax payments to income remains constant as 
income changes. 
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or 

AY = --i. [-cAT„ + AI+ AG] 
1 - c(l - t) 

From this, it is apparent that the multiplier applicable to a change in 
private investment (A/) or a change in government purchases~df goods and 
services (AG) is 

AY AY 1 

Al “ AG ~ 1 — <1 — 0 

while the multiplier applicable to autonomous changes in the level of net 
taxes (AT.) is 

AY -c 

A Ta 1 - <1 - /) 

The values of the multiplier applicable to autonomous expenditures—pri¬ 

vate investment or government purchases of goods and services—for various 

TABLE 6-1 

Size of Multiplier Applicable to Autonomous Expenditures for 
Various Values of c and t 

Government's Marginal Net Propensity 
Marginal to Taxes CO 
Propensity -. 

to Consume CO 0 0-1 0.2 0.33 0.4 0.5 

0.4. 1.67 1.56 1.47 1.36 1.32 1.25 
0,5. 2.00 1.82 1.67 1.50 1.43 1.33 
0.6. 2.50 2.17 1.92 1.67 1.56 1.43 
0.7 . 3.33 2.70 2.27 1.88 1.72 1.54 
0.8. 5.00 3.57 2.78 2.14 1.92 1.67 
0.9.10.00 5.26 3.57 2.50 2.17 1.82 

values of the marginal propensity to consume (c) and of the government’s 

marginal net propensity to collect taxes (t) are given in Table 6-1. As 

indicated, the more sensitive are taxes and transfer payments to changes in 

the level of income, i.e., the larger is t, the smaller is the multiplier. Thus, 

the larger t is, the less sensitive is the level of income to autonomous 

changes in investment and government expenditures. 

This effect of taxes in reducing the size of the multiplier is easy to 

understand once it is recognized that c( 1 — t) is the marginal propensity to 

consume out of GNP. Thus, if the government’s marginal propensity to 

collect taxes is 20 percent, an increase of $1 billion in GNP will cause tax 

collections to rise by $200 million, leaving an increase of only $800 million 
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in disposable personal income. If the marginal propensity to consume out of 

disposable income is 80 percent, personal consumption expenditures will 

increase by $640 million dollars or 64 percent of GNP. By the standard 

formula. 

Multiplier =-——t—-=---— 
r 1 — Marginal propensity to consume 

the multiplier works out to be 1/(1 — 0.64) — 2.78, the value shown in 

Table 6-1 for c — 0.8 and t — 0.2. 

A More Complete Model 

The above analysis is greatly oversimplified in allowing, in effect, for only 

a single type of tax which is assumed to depend on GNP, and in lumping 

TABLE 6-2 

Relation between GNP and Disposable Personal Income 

1968 

Symbol Amount 

Used National Income Accounts Category (Billions) 

Y Gross National Product.$865-7 

A Less: Capital consumption allowances. 73.3 

Ti Indirect business taxes °. 77.1 

P Corporate profits and inventory 

valuation adjustment.  87.9 

T, Contributions for social insurance. 47.0 

Tp Personal taxes. 97.9 

— Statistical discrepancy. — 2.5 

Fp Plus: Government transfer payments 

to persons.   55.8 

Gi -f Ci Interest paid by government (net) 

and by consumers.   26.1 

D Dividends. 23.1 

Yd Equals: Disposable Personal Income.$590.0 

° In the interest of simplicity, subsidies less current surplus of government enter¬ 
prises ($0.8 billion) has been treated as negative indirect business taxes—i.e., it has been 

deducted from indirect business taxes ($77.9 billion) to obtain the amount shown. 

together personal and corporate saving. It is possible to improve substan¬ 

tially on this model without introducing too many complexities into the 

analysis. 

Table 6-2 shows the adjustments that must be made to go from GNP to 

personal disposable income.4 In terms of the symbols shown in the left-hand 

column of the table, the relation can be written in the form of an equation 

as follows (neglecting the statistical discrepancy): 

4 See the discussion in Chapter 2, pp. 31—36, and in Chapter 3, pp. 42-49, and Table 
3-1, p. 55. 
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Yd = Y - A - - P - T. - Tp + Fr + G, + C, + D 

It will simplify the development of the multiplier considerably to express 

this equation in terms of changes; that is 

AYd = AY — AA — ATi -A P - A Ts - A Tp + A Fp + A Gi 
+ ACi + AD (10) 

That is, the change in disposable personal income during any period of time 

is necessarily equal to the algebraic sum of the changes in GNP and the 

other variables shown on the right-hand side of this equation. . 

Capital consumption allowances (A), which consist mainly of deprecia¬ 

tion charges, depend primarily on the size of the capital stock. Since the 

capital stock will be affected only indirectly and quite slowly by the forces 

we are interested in, it will be justifiable to treat capital consumption allow¬ 

ances as a constant. Similarly, we will treat government and consumer inter¬ 

est payments (Gf and Q) as constants, on the ground that they are lit¬ 

tle affected by the changes we are analyzing. Thus, we assume that 

A A = A Gi = AC* = 0, and Equation 10 reduces to 

AYd = AY - ATi - AP - ATs - ATp + A Fp + AD (11) 

Indirect taxes (T*) consists mainly of excise taxes and taxes on business 

property. Property taxes are not affected directly by changes in income, 

while excise taxes depend on sales of the taxed goods and services. Let us 

suppose that sales of items subject to excise taxes depend on GNP (Y). 

This gives us an equation 

ATi = ti AY (12) 

where tt is a coefficient measuring the marginal response of indirect business 

taxes to changes in GNP. 

Corporate profits (P) respond positively to changes in total production 

and income; that is, when GNP changes, corporate profits change by some 

fraction of the change in GNP. Thus, we have 

A P = p AY (13) 

where p is the marginal response of profits to changes in GNP. 

Contributions for social insurance (Ts) are in essence taxes on payrolls. 

Since employment, and therefore payrolls, rise and fall with GNP, we can 

express the relation as 

ATa=tsAY (14) 

where ts is the marginal response of contributions for social insurance to 

changes in GNP. 

Personal taxes (Tv) consist primarily of income taxes which are levied at 

the federal and state levels. The behavior of such taxes depends upon the 

way in which aggregate taxable income changes, on the way in which the 
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distribution of taxable income among incomes in various tax brackets 

changes, and on the set of tax rates applicable to income in various brackets. 

Since excise and property taxes are generally deductible in computing 

taxable income, while social insurance contributions are not deductible and 

government transfer payments are not subject to tax, we may define taxable 

income (Yt) for purposes of individual income taxes, as follows: 

Yt=Y — Ti—P + D 

or, in terms of changes, 

AYt = AY- A Ti -AP + AD (15) 

Then we have 
\ 

ATP = tpAYt + ATpa (16) 

where tp is the government’s marginal propensity to collect additional 

personal taxes out of taxable income, and &Tpa is an autonomous element 

that is introduced to handle changes in the level of personal taxes. 

Some forms of personal transfer payments (Fp), particularly unemploy¬ 

ment compensation benefits, respond inversely to changes in GNP. That is, a 

rise in GNP will bring an increase in employment and a reduction in 

unemployment. As unemployed workers find jobs, they will cease to draw 

unemployment compensation benefits. Conversely, when GNP declines, 

unemployment will increase and so will unemployment compensation bene¬ 

fits. Thus, we have 

AFP = fp AY (17) 

where fp is the marginal response of personal transfer payments to changes 

in GNP. Note that fp is negative, that is, benefit payments decline as GNP 

increases. 

Corporate dividend payments are assumed to depend upon the amount 

of corporate profits remaining after payment of corporate profits taxes. 

Thus, 

AD = dAPat (18) 

where D is dividends and Pat is corporate profits after tax. The coefficient d 
is the marginal propensity of corporations to pay dividends out of aftertax 

profits. Corporate aftertax profits are defined to be equal to corporate profits 

before tax (P) minus corporate profits taxes (Tc). That is, 

APat = AP - ATc (19) 

Corporate profits taxes, in turn, depend on corporate profits before tax; 

thus 

A Tc = fcAP + ATca (20) 
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where t0 is the marginal tax rate applicable to corporate profits, and ATco is 

an autonomous element that is introduced to enable us to analyze the effects 

of changes in the level of corporate profits taxes. 

Finally, we have a consumption function and an equation expressing 

GNP as the sum of consumption, investment, and government pArchases of 

goods and services. Expressed in terms of differences, these equations are 

AC=cAYd (21) 

AY = AC + AI + AG (22) 

where C is personal consumption expenditures, / is gross private domestic 

investment, G is government purchases of goods and services, and c is the 

marginal propensity to consume out of disposable personal income. I and G 
are exogenous variables; that is, they are determined outside of the model. 

We can therefore use the model to analyze the effects on GNP of autono¬ 

mous changes in I or G. 
By solving this system of 12 equations (Equations 11—22), it is possible 

to derive multipliers which show how GNP will be affected by autonomous 

changes in investment (/), government purchases (G), the level of personal 

taxes (Tpa), and the level of corporate income taxes (Tca). 
The procedure for solving the equations is as follows: First, substitute 

Equations 12, 13, 14, 16, 17, and 18 into Equations 11 and 15. This process 

yields 

AYd = AY — ti AY — p AY — ts AY — tvAYt - A Tpa 
4~ fpAY + dAPat (23) 

A Ye = AY — ti AY — p AY + d A Pat (24) 

From Equations 13, 19, and 20, we have 

APat = fC 1 - /.) AY - ATca (25) 

Substituting Equation 25 into Equations 23 and 24 and then substituting 

Equation 24 into Equation 23, we obtain, after some simplification, 

AYd = [(1 - 0(1 ~ U ~ X1 - <1 “ XD) ~ *. + /,] AY 
- ATpa - d(l - O ATco (26) 

Substituting Equation 26 into Equation 21, then substituting Equation 21 

into Equation 22 and solving for AY, we obtain 

Ar = i - do - oc - *< - 7(1 - - *. + U l~cAT” 
— cd(l — /p)ATm 4* A14" AG] (27) 

From this expression, we obtain the following four multipliers: 
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1. For an autonomous change in investment (AI): setting ATpa — 

ATca = AG = 0 in Equation 27, we obtain 

AY = 1 - c[(i - oc1 - /< - ?(i - <1 - O)) - f. + /»]A/ C28) 

2. For a change in government purchases (AG): setting ATpa — ATca = 

A/ = 0 in Equation 27, we have / 

AY = i - TIcT - trXi - 77 - ?(i - <i -».))) - /•. + /,]AG (29) 

3. For ^ change in the level of personal income taxes (AT^): setting 

A Tca = AI = A G — 0 in Equation 27, we have 

— c 

Ay = i - 4(1 - oa - ^ - kt - <i - /.)» +/,]'AT)” C30) 
For change in the level of corporate income taxes (ATca): setting 

ATpa = AI = AG — 0 in Equation 27, we obtain 

AY = 
i — 40- - 0(1 - - X1 “ - O)) - ^ + /P] 

To give concreteness to the discussion, let us consider a numerical ex¬ 

ample. The values of the parameters are intended to approximate those pre¬ 

vailing in the United States in a period such as 1961-65 when the economy 

was expanding but there existed some margin of unemployed resources. They 

are: c — 0.90, tv — 0.16, t{ = 0.08, p — 0.14, d = 0.40, tc = 0.42, 

ts = 0.02, and fp = —0.02. Taking, for example, a change in government 

purchases as the initiating force, we have from Equation 26, after setting 

A Tpa = A Tca = 0, since we are assuming no change in the tax functions, 

AYd = [(1 - 0(1 - ti “ X1 - <1 “ O)) -t. + fp] AY (32) 

Substituting the assumed values of the parameters into this equation, we 

obtain 

AYd — 0.6425 AY (33) 

That is, each change of $1 billion in GNP will cause a change of only 

$642.5 million in the same direction in disposable personal income. The 

reason for this is that portions of the increase in income generated by the rise 

in GNP are drained off in the form of various kinds of taxes paid to 

governments (federal, state, and local); transfer payments decline as unem¬ 

ployment is reduced; and corporations retain a portion of their additional 

aftertax profits instead of paying the entire amount to their stockholders as 

dividends. Table 6-3, which is organized in the same way as Table 6-2, 

shows how all of the items lying between GNP and disposable personal 

income are affected by an assumed $1 billion increase in GNP. The student 
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TABLE 6-3 

Calculation of Effects on Disposable Personal Income Resulting from a $1 Billion Increase in GNP 

Amount 

Symbol of Change 

Used National Income Category How Calculated (Billions) 

AY Gross National Product.Assumed $1.0000 

AA Less: Capital consumption allowances. 

ATi Indirect business taxes.t;AY 0.0800 

AP Corporate profits.pAY 0.1400 

ATa Social insurance contributions.tsAY 0.0200 

ATp Personal taxes.Note (l) 0.1300 

AFP Plus: Government transfer payments to persons./PAY —0.0200 

AGi + ACi Interest paid by government and consumers. ... 

AD Dividends.Note (2) 0.0325 

A Yd Equals: Disposable Personal Income. $0.6425 

Assumed values of parameters: ti = 0.08, p = 0.14, d — 0.40, tc = 0.42, fp = —0.02, tp = 0.16. 

Note (l): Calculation of change in personal taxes: 

AY, = AY - ATt - AP+ AD 

AYt - 1.0000 - 0.0800 - 0.1400 + 0.0325 = 0.8125 

A Tp = tpAYt = 0.1300 

Note (£)'■ Calculation of change in dividends: 

ATc - tcAP = 0.0588 

A Pat -A P - A Tc = 0.1400 - 0.0588 = 0.0812 

AD = dAPat = 0.0325 

is urged to work through the calculations underlying this table, since this 

should help him to understand the analysis. 

As shown by Equation 28 above, the multiplier for an autonomous 

change in private investment is , 

AY= _1_ 

AI 1 - c[(l — tp)(l — ti — p(l — d(l — tc')')') — t„ + fp] 

As already shown, the value of the expression in brackets in the denomina¬ 

tor is 0.6425. Since the marginal propensity to consume out of disposable 

personal income c is assumed to have a value of 0.90, the multiplier 

becomes 

AY 1 1 

AZ ~ 1 - (0.90)(0.6425) “ 0.42175 
2.37 (34) 

That is, the multiplier for a change in private investment in this model is 

approximately 2.4. 

This result can be related rather easily to the simpler model developed 

earlier in this chapter. We saw (page 118 above) that the simple multiplier 

is equal to 
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_1 _ 

1 — Marginal propensity to consume 

In order for this simple formula to hold, the marginal propensity to con¬ 

sume out of GNP, that is, AC/AY, must be used. By simple algebra, we 

have 

AC _ AC AYd 

AY AYd AY 

That is, the marginal propensity to consume out of GNP is equal to the 

marginal propensity to consume out of disposable personal income multi¬ 

plied by the increase in disposable personal income produced by each dollar 

rise in GNP. In our numerical example, AC/AYd = 0.90, and we have 

shown in Equation 33 that AY JY — 0.6425. Thus, we have 

A Z1 
— = (0.90)(0.6425) = 0.57825 

That is, in this case, given the tax, transfer payment, corporate profit, and 

dividend responses, the effective marginal propensity to consume out of 

GNP is 0.57825. Substitution of this value into the simple multiplier 

formula yields the value 2.37. 

Multipliers for Government Purchases and Tax Changes 

The multiplier for a change in government purchases of goods and services 

is given by Equation 29 and is the same as the multiplier applicable to a 

change in investment Equations 30 and 31 give the multipliers for changes 

in the level of personal income taxes and corporate profits taxes. The 

multiplier for a change in personal income taxes (Equation 30) has a 

negative sign—that is, a reduction in taxes increases income—and is equal 

in absolute value to the multiplier for government purchases multiplied by 

the marginal propensity to consume. Thus, in our example, the marginal 

propensity to consume is 0.90, and the multiplier for a change in personal 

taxes is therefore 

AY 
-=r- = —(0.90)(2.37) = -2.13 

pa 

The multiplier for a change in the level of corporate profits taxes (Equation 

31) also has a negative sign and is equal in absolute value to the multiplier 

for government purchases multiplied by c( 1 — tp)d. In our illustration, this 

has a value of —(0.90) (0.40) (1 —0.16) = —0.3024. The multiplier for 

a change in the level of corporate taxes is therefore 

AY / 
-r~-= -(0.3024X2.37) = -0.717 
&J-ca 
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That is, a reduction of $ 1 billion in corporate profits taxes would raise GNP 

by about $717 million. The expression c( 1 — tp)d can be understood quite 

easily. If corporate profits taxes are cut by, say, $ 1 billion, this will increase 

aftertax profits by $1 billion, and corporations are assumed to pay out d 

percent of this $ 1 billion in additional dividends. Personal taxes will absorb 

tv percent of the additional dividends, leaving 1 — tv percent as an addition 

to disposable personal income, and c percent of the increase in disposable 

personal income will be spent for added consumption. Thus, the initial im¬ 

pact of a $1 billion tax cut on consumption will be £( 1 — tv)d billion dol¬ 

lars—in our example, $302.4 million. The basic multiplier (given by 

Equation 28 or Equation 29) of 2.37 will apply to this initial increase in 

spending. 

While the multiplier applicable to a change in corporate profits taxes is 

relatively small, it should be especially noted in this connection that the 

analysis we have developed deals only with effects on consumption resulting 

from induced changes in dividends. A change in corporate profits taxes, by 

changing aftertax profits and retained corporate earnings, may also have a 

substantial effect on investment which we are neglecting. 

In practice, most changes in personal or corporate profits taxes that would 

be made would change not only the level of the relevant tax function (Tpa 

or Tca) but also the coefficients of response of taxes to income (tp or t0). 

We shall not, however, attempt to deal with this problem. As a practical 

matter, many changes in taxes will not alter tv or tc very greatly, and multi¬ 

pliers of the type developed above are therefore often fairly satisfactory in 

dealing with the effects of tax changes. 

Finally, the balanced budget multiplier for equal changes in government 

purchases and in the level of personal income taxes is worth mentioning. 

This multiplier is equal to the sum of Equations 29 and 30, which is 

A Y_ _____1 - c_ 

AB 1 — c[(l — tp)(l — ti — p(l — d(l — /«.))) — ts + fp] 

where AB stands for an equal change in government purchases and in the 

level of personal income taxes. In our example the value of 1 — c is 0.10, 

and this multiplier works out to be 

AY 
= (0.10)(2.37) = 0.237 

Ad 

That is, a balanced increase in government purchases and in personal taxes 

of $1 billion would raise GNP by only about $237 million. Thus, while in 

the unrealistic case of lump-sum taxes discussed earlier, the balanced budget 

multiplier is unity, in more realistic cases it turns out to be too small to be of 

much importance. 
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Automatic Stabilizers 

With a fiscal system of the kind we have, a rise in income automatically 

causes the government budget to shift toward a surplus as tax revenues 

increase and certain types of transfer payments, particularly unemployment 

compensation benefits, decline. The rise in taxes and the fall in transfer 

payments drain purchasing power away from households, with the result 

that disposable personal income rises less than GNP. By limiting the move¬ 

ments of disposable personal income, the fiscal system causes personal 

consumption expenditures to change less than would be the case in the 

absence of these tax and transfer payment responses, thereby reducing the 

size of the multiplier. Taxes and transfer payments that function in this way 

are called automatic fiscal stabilizers since they reduce the size of the 

fluctuations in GNP resulting from autonomous fluctuations in private 

investment or consumption demand. In addition, the tendency of corpora¬ 

tions to pursue a stable dividend policy—that is, to change dividend pay¬ 

ments in either direction by less than the change in aftertax profits—intro¬ 

duces an element of automatic stabilization into the private sector of the 

economy. In our numerical example, it is the presence of these automatic 

stabilizers in the public and private sectors that causes disposable personal 

income to change by only $0.6425 for each $1 change in GNP, as shown in 

Table 6-3. 

The student can verify from Equation 28 that if tv — tt = tc — ts — 

fp = 0 and d — 1, the multiplier applicable to a change in private invest¬ 

ment would be 

AI 1 - c 

That is, if all taxes and personal transfer payments were of the lump-sum 

variety, not responsive, directly or indirectly, to changes in GNP, and if 

corporations followed the practice of adjusting their dividend payments by 

the full amount of any change in their profits, the multiplier would take on 

the simple form developed earlier in this chapter. With the assumed mar¬ 

ginal propensity to consume out of disposable personal income of 90 

percent, the multiplier would be 10. (Note that the multiplier in this case is 

not affected by p, the responsiveness of profits to changes in GNP, since any 

increment to profits is entirely paid out in dividends and therefore becomes a 

part of disposable personal income.) 

Thus, it is apparent that the presence of the various taxes and transfer 

payments at the rates assumed and of the specified corporate policy with 

respect to payment of dividends cuts the multiplier from 10 to 2.37, a 

reduction of 76.3 percent. That is, the change in income produced by an 

autonomous change in investment is about 76 percent smaller than it would 
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be with lump-sum taxes and transfer payments and with a corporate policy 

of paying all increases in profits to stockholders. 

There are some additional factors, not taken into account in the above 

discussion, which help to stabilize the economy in the face of cyclical 

fluctuations stemming from variations in private investment. In calculating 

the multipliers presented above, we have chosen values for the response 

coefficients, c, p, and d, that are roughly characteristic of periods when the 

economy is expanding under conditions fairly close to full employment. 

Thus, the multipliers we have presented would be reasonably suitable as 

applied to an increase in government expenditures, a reduction in taxes, or 

an autonomous increase in investment in a period such as 1961-65 when 

the economy was already expanding but still had some margin of unutilized 

resources. If we were considering the effects of a sharp fall in investment 

sufficient to push the economy into a recession, there would be several 

adjustments that should be made in our calculations. In the first place, we 

have employed a marginal propensity to consume out of disposable personal 

income of 90 percent, which is reasonably appropriate under conditions in 

which the economy is expanding with a relatively small margin of unem¬ 

ployed resources; however, as explained in Chapter 5, in a recession the 

marginal propensity to consume would be likely to fall, perhaps to ap¬ 

proximately 70 percent. Second, while the responses of profits and divi¬ 

dends employed above are reasonably appropriate to a period of expansion, 

these responses are likely to be quite different in the course of a recession. 

Profits typically respond very sensitively during cyclical fluctuations, and 

corporations have a marked tendency to maintain dividends during reces¬ 

sions. Thus, during a recession p is likely to be substantially greater and d 

smaller than the values of 0.14 and 0.40 used above. Finally, in a recession, 

unemployment will increase sharply and the increase in unemployment 

benefits will be substantially more than 2 percent of the fall in GNP, as 

assumed above. 

A tendency for a large portion of a change in GNP to be reflected in a 

change in corporate profits means that other forms of income will be 

rendered more stable. Changes in corporate profits will affect disposable 

personal income only to the extent that they are reflected in changes in 

dividends, whereas changes in other types of incomes will be more directly 

reflected in disposable personal income. Consequently, the larger the re¬ 

sponse of corporate profits to changes in GNP, the greater will be the 

stability of disposable personal income if other responses are taken as given. 

Moreover, since dividends enter directly into disposable personal income, a 

small response of dividends to changes in corporate profits after taxes will 

also help to stabilize disposable personal income, again assuming other 

responses are given. Thus a large value of p, the marginal response of profits 

to GNP, and a small value of d, the marginal propensity of corporations to 

pay dividends out of aftertax profits, will help to reduce the change in 
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disposable personal income produced by a given change in GNP. A large 

(absolute) value of fp, the response of personal transfer payments to GNP, 

will have a similar effect. It will be useful to repeat Equation 32, which 

shows the relation between GNP (Y) and disposable personal income 

(Yd): 

A = [(1 - ?„)(1 -n- tC 1 - <1 - ?„))) - t, + /„] A Y (32) 

(The student should satisfy himself that an increase in p, a reduction in d, 

or an increase in the absolute size of fv will reduce the size of the expression 

enclosed in brackets.) Suppose profits change by 35 percent of the change in 

GNP, dividends change by only 10 percent of the change in aftertax cor¬ 

porate profits, and unemployment compensation benefits increase by 10 per¬ 

cent of the decline in GNP. That is, suppose p — 0.35, d — 0.10, and 

fp = —0.10—values that are quite reasonable during a recession period. 

Assuming the same values for the other parameters that were used above 

(rp = 0.16, ti = 0.08, tc — 0.42, and ts — 0.02), and substituting in Equa¬ 

tion 32, we obtain 

AYd = 0.3759 AY 

That is, when p is increased to 0.35 from the value of 0.16 assumed earlier, 

d is reduced from 0.40 to 0.10, and fv is changed from —0.02 to —0.10, the 

change in disposable income is reduced from 64.25 percent of the change in 

GNP (see Equation 37) to 37.59 percent—a marked increase in the 

degree of stabilization. 

Let us assume further that the marginal propensity to consume has a 

value of 70 percent, which would be more appropriate to recession than the 

90 percent assumed earlier. By the same reasoning used earlier (see Equation 

34), the multiplier would be 

AY 1 

AI ~ 1 — (0.70X0.3759) 

1 

0.7369 
1.36 

The student is warned not to take the calculations given above as 

anything more than rough approximations to reality. Although the model 

may seem rather complex, a fully satisfactory analysis requires an even more 

sophisticated approach.5 * * * * * ii However, it is quite clear that the multiplier during 

5 For such an analysis, see J. S. Duesenberry, Otto Eckstein, and Gary Fromm, "A Sim¬ 
ulation of the United States Economy in Recession,” Econometrica, Vol. XXVIII, October 
I960, pp. 749-809, reprinted in condensed form in R. A. Gordon and L. R. Klein (eds.), 
Readings in Business Cycles (Homewood, Ill.: Richard D. Irwin, Inc., 1965), pp. 237—77. 
This paper provides an estimate of 1.34 for the multiplier during the course of the busi¬ 
ness cycle (pp. 761-63 in original; pp. 245-46 in Readings), a result very similar to that 
given above. It also contains an excellent discussion of the automatic stabilizers. Another 
very useful analysis of the automatic stabilizers is to be found in Wilfred Lewis, Jr., Fed¬ 
eral Fiscal Policy in Postwar Recessions (Washington: Brookings Institution, 1962), chaps, 
ii and iii. 
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a period of recession and recovery is smaller than the multiplier that applies 

during a period of high-level expansion, and the estimates given above are 

probably of the right general order of magnitude.6 

6 One further factor, not considered above, that is likely to increase the economy’s re¬ 

sistance to recessions is the persistent growth of population. It was shown in Figure 5-2 

that a rise in population is likely to raise the consumption function, that is, to increase 

the level of personal consumption expenditures associated with any given level of dispos¬ 

able personal income. Since population can be depended upon to go on growing during a 

recession, this force will serve to sustain consumption, thereby helping to check the decline 

in aggregate demand and shorten the recession. (For a further discussion of this point, see 

Duesenberry, Eckstein, and Fromm, op. cit., p. 771 in original, pp. 251-52 in Readings.) 

Note, however, that this force is asymmetrical; it will be a destabilizer during periods of 

expansion since it will go on raising consumption expenditures under these conditions also. 



Chapter 

7 

THE SHORT-RUN DYNAMICS 

OF INCOME CHANGE 

There is nothing automatic or magic about the multiplier. 

The expansion of income and employment involves the making of decisions 

by a multitude of economic units to increase production rates and to hire 

additional workers, and the completion of time-consuming activities and 

processes required to produce additional goods and services. It is, therefore, 

useful to look at the multiplier meachanism as a dynamic process, using a 

motion picture camera rather than merely taking snapshots of successive 

equilibrium positions.1 

Lags in the Circular Flow of Income 

The multiplier may be visualized in terms of successive "rounds” of 

income flow. Of the income received by households at a particular point in 

time, a portion is spent on consumption. This expenditure will, in the 

normal course of events, stimulate the production of additional goods and 

services, and this production will generate an equivalent amount of income 

in the form of wages, rent, interest, and profits. A portion of this income will 

be paid to the government in taxes, another portion will be held back by the 

corporate business sector as retained earnings, and the remainder will, in due 

course, be received by households. We may think of a "round” in the process 

of income generation as the average time that elapses between one house¬ 

hold receipt of income and the next in this circular flow. 

It is possible to distinguish three lags in this circular flow process. First 

there is an average lag between the time income is received by housholds 

and the time a portion of it is spent, which may be called the expenditure 

lag. Second, there is an average lag between the time the spending occurs 

and the time the production stimulated by this spending takes place and the 

resulting new incomes are earned, which may be termed the output lag. 

Third, there is an average lag between the time income is earned and the 

1 For a fuller discussion of many of the issues taken up here, see R. M. Goodwin, "The 
Multiplier,” in S. E. Harris (ed.). The New Economics (New York: Alfred A. Knopf, 
1947), pp. 482-99. 

138 
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time the requisite portion of it is actually received by households, which we 
may call the earnings lag.2 The three lags are illustrated conceptually in the 
following diagram: 

INCOME 
RECEIVED SPENDING 

BY HOUSEHOLDS OCCURS 

PRODUCTION INCOME 
AND INCOME RECEIVED BY 

INCREASE HOUSEHOLDS 

Such evidence as there is suggests that the expenditure lag and the 
earnings lag are not long enough to be very significant.3 That is, to the 
extent that consumers buy goods and services out of income, it appears that 
the time elapsing between the receipt of income and its expenditure is quite 
short; moreover, for most forms of income, the average time span between 
the earning of the income and its actual receipt is negligible. Accordingly, 
we shall disregard the expenditure lag and the earnings lag and base our 
analysis entirely on the output lag, which appears to be of considerable 
importance. 

A Model with Output Lag 

We shall not attempt to work out the dynamics of the rather complex 
model developed at the end of Chapter 6. Instead, we shall use the less 
elaborate model employed earlier in that chapter which includes autono¬ 
mous government expenditures and a single tax that is responsive to income. 
Later on, we shall show, however, that the same principles can be applied to 
our more elaborate model. 

Since we are assuming that there is no expenditure lag, we shall postulate 
that consumption (C) in a particular period (t) depends upon disposable 
personal income (Ya) in the same period; that is, 

Ct — cYtd “b Co 

Disposable personal income in period t is equal to gross national product 
( Y) in that period minus net taxes (T) paid in that period; that is, 

Y? = Yt - Tt 

2 L. A. Metzler, "Three Lags in the Circular Flow of Income,’’ in Income, Employment, 
and Public Policy: Essays in Honor of Alvin H. Hansen (New York: W. W. Norton & 
Co., 1948), pp. 11-32. 

3 Ibid. 
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We shall suppose that net tax payments in period t are a linear function of 

income earned—and also received, since we are assuming the earnings lag is 

zero—during that period, according to the following relationship:4 

Tt = xYt + To 

We are assuming that there is an output lag in the model. That is, 

businessmen adjust their production to their sales, i.e., the expenditures on 

their products, with a lag of one period. Total production (and total gross 

income) is designated as Y, and total sales include sales to consumers (C) 
plus sales to business for investment (/) plus sales to government (G). 

Thus, since production in a given period is equal to sales in the pervious 

period, we have 

Yt = Ct-i + It-1 + Gt-1 

The best way to illustrate the working of such a model is to insert 

hypothetical values of the marginal propensity to consume (c) and the 

marginal propensity to pay taxes (x). Let us suppose that c = 0.8 and 

x — 0.25, and that C0 — 0 and T0 = —40, so that the model becomes 

Ct = 0.8 Ytd 
Yt* = Yt — Tt 
Tt = 0.25Y* - 40 

Yt = Ct-1 + It—i + Gt~ i 

In static equilibrium, the values of all the variables—Y, Yd, C, and T— 

will remain constant; that is, they will be the same in period t as in period 

t — 1. Accordingly, the static counterpart of the above model assuming I 

and G are constant at 120 and 168 respectively, is obtained by dropping the 

time subscripts, which gives us the following: 

C = 0.8Yd 

Y* = Y - T 
T = 0.25Y - 40 

Y = C + 120 + 168 

This can be solved for the equilibrium value of Y by substituting from the 

first three equations into the fourth; upon doing this we obtain 

Y = 0.8(Y - 0.25Y + 40) + 120 + 168 

Y(l - 0.8 + (0.8)(0.25)) = 32 + 120 + 168 

0.4Y = 320 

Y = 800 

The equilibrium position is shown in the first two columns of Table 7—1; 

the reader can see for himself that this is an equilibrium position by 

4 The student may verify for himself that the tax transfer system is progressive (see 
footnote 3, Chapter 6) if To is negative, regressive if To is positive, and proportional if 
To is zero. 
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checking through the calculations to show that the values in the second 

period are the same as those in the first. That is, when this position is 

attained, it tends to generate itself over and over again until some autono¬ 

mous change interrupts the process. 

In the third period, such an autonomous change is introduced—invest¬ 

ment (I) rises by $10 billion per period—from $120 billion to $130 

billion. Thus, total sales rise to $810 billion in that period, and accordingly 

total output and income rise to $810 billion in the following period, as 

businessmen adjust their production to their sales with a one-period lag. Of 

the additional $10 billion of income, one fourth ($2.5 billion) is used to 

pay additional taxes, and one fifth of the remainder ($1.5 billion) goes into 

saving while the other four fifths ($6 billion) is spent on consumption. 

Investment spending remains at the new level of $130 billion in the fourth 

period, and with the added $6 billion of consumption expenditures, total 

sales rise to $816 billion. Accordingly, output and income rise to $816 

billion in the fifth period, two periods after the rise in investment began. 

The student should trace out for himself the further increases in income and 

output that occur in periods six and seven. (The material in the last three 

lines of Table 7-1 should be disregarded for the present. It will be referred 

to later.) 

The static multiplier for an autonomous change in investment, which we 

discussed earlier, is given by the expression 

_1_=_1_=25 
AI 1 - <1 - *) 1 - 0.8(1 - 0.25) 

Thus the new equilibrium income corresponding to the increased rate of 

investment is above the old equilibrium level by $10 billion times the 

multiplier of 2.5, or by $25 billion. That is, the new equilibrium is $825 

billion, as shown in the last column of Table 7-1. 

Stability of Equilibrium 

The conditions under which the dynamic process we have been describing 

will actually settle down to the new equilibrium determined by the static 

multiplier will now be examined. In the example worked out above (see 

Table 7-1), the marginal propensity to consume out of GNP is three fifths. 

That is, of an addition to GNP, one fourth is taken in taxes, while four fifths 

of the remaining three fourths is spent on consumption. Thus, if cy is the 

marginal propensity to consume out of GNP, we have 

tj/ = c(T — x~f) 

or, in the specific example, 

C, *= HO- - K) = 0000 = % 
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Referring to Table 7—1, the amount by which sales in period five (output 

in period six) exceeds sales in period two (output in period three) can be 

computed as follows: 

Increased investment spending in period 5.10.0 
Consumption in period 5 resulting from respending 

of income generated by 10 of increased investment 
spending in period 4 (.60 X 10). 6.0 

Consumption spending in period 5 resulting from 
second round of respending of income generated 
by 10 of increased investment spending in period 
3 (.60 X .60 X 10). 3.6 

Total.19.6 

Thus, by the expiration of three periods after the multiplier process begins, 

income has risen above its original level by 19.6 

In general, by the same reasoning used in this example, if AYn is the 

amount by which income in the nth period after the increase in investment 

(AI) began exceeds the original equilibrium level, we have 

AYn — AI -}- cy AI -f- cy2 Al + ♦ * • -f- cyn 1 AI 

This is the summation of a geometric progression having n terms, with the 

first term A/ and common ratio cy. According to the formula for the sum of 

n terms of a geometric progression which appears in any elementary algebra 

book, we have5 

AYn = --— AI 
1 — Cy 

If cy (the marginal propensity to consume out of GNP) is less than unity, 

Cy will dwindle away toward zero as n (the time period considered) grows 

longer. Thus, as n increases, the value of AY) the rise in income since the 

beginning of the expansion, approaches 

AY = —AI 
1 — Cy 

6 Actually the derivation is quite simple. We have 

AYn = AI + CyAI + Cy*AI + . . . + Cyn~lAI (a) 

Multiplying both sides of this equation by —cy, we obtain 

— CyAYn = —CyAI — Cy2AI ~ ... ~ Cyn~lAI — CynAI (b) 

Adding (a) and (b) yields 

AY„ — CyAYn = AI — cynAI 

This easily simplifies to 
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or, since cy — c( 1 — x). 

AY = AI 

This is, of course, the static multiplier shown earlier. 

If the marginal propensity to consume out of GNP is greater than unity, 

income keeps on expanding indefinitely at a geometric rate and does not 

settle down to the level determined by the static multiplier. Thus, when the 

marginal propensity to consume out of GNP is greater than unity, the 

system is said to be unstable. A commonsense way of looking at this is that if 

the marginal propensity to consume is greater than unity, when income rises, 

consumption spending rises more than income—that is, consumers borrow 

or dip into past savings to finance a part of current spending. Thus, saving 

falls as income rises. Since an increase in investment calls for an increase in 

saving to match it, in this case an increase in investment lowers the 

equilibrium level of income. However, the added investment spending 

stimulates production and actually raises income. Thus, income moves away 

from the new equilibrium rather than toward it; moreover, saving falls as 

income rises so that the gap between investment and saving gets progres¬ 

sively larger, thus continuing to drive income up at ever-increasing speed.6 

The Speed of the Multiplier 

Assuming that cy, the marginal propensity to consume out of GNP, is 

less than unity so that the stability condition is satisfied, income will 

approach the new equilibrium gradually, or asymptotically; that is, it will 

never quite get to the equilibrium level but will approach more and more 

closely to it period by period. In the example presented in Table 7-1, 

income approaches the new equilibrum fairly rapidly; it is getting close—in 

fact, it has gone almost 80 percent of the way—by the third period after the 

initial rise in investment (period six). Since the static multiplier takes an 

indefinitely long time to unfold, it is really of only academic interest. More 

significant in most cases is the extent of the multiplier effect which will be 

realized in, say, a year’s time. A much longer period than that is not likely to 

be very meaningful, since further autonomous changes in investment or 

government expenditures are likely to supervene before the more distant 

effects of the initial change are realized. The multiplier applicable to a 

specific finite number of time periods is sometimes called the truncated 

multiplier. Thus, in the above example, the truncated multiplier for three 

6 If cv is greater than unity, the static multiplier is negative; for example, if cv — 1.1, 
the multiplier is —10. This is often puzzling to students, but it merely reflects the fact 
that in such a case it is necessary to lower income in order to raise saving, so that a rise 
in investment reduces equilibrium income. It is suggested that the student work out a case 
of this kind graphically, using a 45° guideline diagram such as that employed in Fig¬ 
ure 6-2. 
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periods is 1.96, since a rise in investment of $10 billion per period beginning 

in period tHree raises income by $19.6 billion three periods later (in period 

six). The speed with which the multiplier works, measured in calendar time, 

depends on the length of the multiplier time period and on the size of the 

marginal propensity to consume out of GNP. 

The length of the multiplier time period—i.e., the unit time period in the 

multiplier process—is primarily a question of the time required to adjust 

production to sales.7 For some kinds of services, such as medical care, this 

period is very short, since the services are produced in direct and immediate 

response to demand. On the other hand, in the case of many types of 

consumer goods, the production process involves several stages, and the 

goods are initially supplied by drawing, down inventory stocks. For example, 

if there is an increase in the demand for shoes, the demand will be met in 

the first instance by drawing down the inventories of retail dealers. As 

inventories become depleted, retailers will place increased orders with 

wholesalers or perhaps directly with manufacturers. Wholesalers in turn 

will expand their orders with manufacturers as their inventories are reduced. 

Manufacturers will increase their rates of production as their stocks of goods 

are drawn down and will also place increased orders for raw materials, thus 

stimulating production at the raw material stage. 

Some additional income, chiefly in the form of business profits, will be 

generated at the retail and wholesale level, but the major increase will be at 

the manufacturing stage, where the increase in production and employment 

will generate additional wage income. Thus, most of the income generation 

will occur only after a time lag which involves the reduction of inventories 

at the retail and wholesale levels, the placing of orders at the various stages, 

the increase in production rates at the manufacturing stage, and the comple¬ 

tion of the process of production. 

The length of the multiplier time period will therefore depend upon such 

factors as the time it takes for retailers and wholesalers to recognize the 

increase in sales as a semipermanent phenomenon and not merely a tempo¬ 

rary random aberration and to react to it by placing additional orders, the 

time it takes manufacturers similarly to recognize a significant increase in 

sales and to adjust their production rates accordingly, and so on. 

It is extremely difficult to estimate the length of the time period with any 

great degree of confidence, but the general order of magnitude is probably 

something like three to four months. No doubt the period varies with 

business conditions; for example, in a time of severe depression, inventories 

are likely to have piled up as a result of a decline in sales so that when sales 

7 For a more extended discussion of this subject, see Gardner Ackley, "The Multiplier 
Time Period: Money, Inventories, and Flexibility,” American Economic Review, Vol. XLI, 
June 1951, pp. 350-68, reprinted in W. L. Smith and R. L. Teigen (eds.), Readings in 
Money, National Income, and Stabilization Policy (rev. ed.; Homewood, Ill.: Richard D. 
Irwin, Inc., 1970). 
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do pick up, firms at the retail, wholesale, and manufacturing stages are likely 

to be content to take the opportunity to work off redundant inventories and 

to postpone for a considerable time the placing of additional orders and the 

acceleration of production. 

The other factor that determines the speed of the multiplier is the 

marginal propensity to consume out of GNP. Table 7-2 shows values of the 

TABLE 7-2 

Comparison of Static Multipliers and Truncated Multipliers for 
Four Periods with Alternative Values of the Marginal 

Propensity to Consume out of GNP 

CO 
Marginal 

(2) CO 
Percent of 

Propensity Static Multi- 
to Consume Truncated plier Realised 

out of GNP Static Multiplier in 4 Periods 

Ccy) Multiplier11 for 4 Periodj* K3) + (2)] 

0.9 10.00 3.439 34.4 
0.8 5.00 2.952 59.0 
0.7 3.33 2.533 76.0 
0.6 2.50 2.176 87.0 
0.5 2.00 1.875 93.8 
0.4 1.67 1.624 97.4 
0.3 1.43 1.417 99.1 
0.2 1.25 1.248 99-8 

° Static multiplier = -—— • 
1 Cy 

b Truncated multiplier for four periods = 1 + ty + ty2 + Cy- 

static multiplier and of the four-period truncated multiplier corresponding 

to values of cy, the marginal propensity to consume out of GNP, between 

0.2 and 0.9. As can be seen from the table, both the four-period multiplier 

and the static multiplier are larger the greater is the marginal propensity to 

consume. However, the multiplier unfolds more rapidly for low values of 

the marginal propensity to consume than for high values. For a marginal 

propensity to consume of 90 percent, only 34.4 percent of the ultimate static 

multiplier effect has made its appearance by the fourth period. This percent¬ 

age rises rapidly as the marginal propensity to consume declines; with 

marginal propensities to consume of 50 percent or lower, more than 90 per¬ 

cent of the ultimate static multiplier effect has been achieved by the fourth 

period. 

Let us consider the speed of the multiplier for the relatively complex 

model developed in the concluding section of Chapter 6, which allows for 

changes in corporate profits and dividends and also takes account of a variety 

of taxes and transfer payments. For the numerical illustration we developed 

(see pages 126-33 of Chapter 6) the marginal propensity to consume out 
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of GNP was 0.57825, and the corresponding value of the static multiplier 

was 2.37. If we assume that the multiplier time period is one quarter, the 

four-quarter multiplier will be 2.11.8 In this case, the four-period multiplier 

is 89 percent of the static multiplier. That is, by the end of four quarters, 

approximately nine tenths of the total multiplier effect has been achieved. By 

similar reasoning, the four-quarter multiplier for a change in personal taxes 

would be 89 percent of the corresponding static multiplier. In our numeri¬ 

cal example, the static multiplier for a change in personal taxes was —2.13 

(see page 000 of Chapter 6); accordingly the one-year multiplier for a 

personal tax change would be —1.90 (—2.13 X 0.89 = —1.89057). 

EQUALITY OF SAVING AND INVESTMENT 

In the introduction to this part of the book, the distinction between 

planned (ex ante) and actual (ex post) saving and investment was made 

and its implications for economic analysis were discussed briefly. At this 

point it will be useful to return to this matter and examine it a little more 

carefully. 

The easiest way to clarify the distinction between planned and actual 

magnitudes is to take a specific example. Suppose the Atlas Furniture 

Company, finding that it needs additional plant capacity to meet the de¬ 

mands of customers, buys $100,000 of new machinery from the Brown and 

Wilson Machinery Corporation. For simplicity, suppose that the machinery 

ordered is of a standard type, and Brown and Wilson fills the order by 

shipping machinery from stock. Suppose further that the machinery shipped 

is valued in Brown and Wilson’s inventory at $84,000, the amount it cost the 

company to produce it. The following table shows the contributions of the 

two firms to national income, consumption, saving, and investment resulting 

from the transaction. 

Contriiu- Atlas Furni- Brown & Wilson 

tion to: ture Co. Machinery Corp. Total 

Y. +16,000 +16,000 
C. . . 
I...+100,000 - 84,000 +16,000 
S. +16,000 +16,000 

The purchase of $100,000 of machinery by the Atlas Furniture Company 

is clearly investment. As a result of selling machinery out of its inventory, 

the Brown and Wilson Machinery Corporation has inventory disinvestment 

of $84,000. By selling goods costing $84,000, at a price of $100,000, Brown 

and Wilson realizes a profit of $16,000, which is an addition to national 

8 The calculation is as follows: four-period multiplier = 1 + cy + cv2 + c„3. If cy is 
0.57825, this becomes 1.00000 + 0.57825 + 0.33437 + 0.19335 = 2.10597. 
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income. Since this income is not immediately distributed to stockholders in 

dividends, its immediate effect is to add $16,000 to gross saving in the form 

of corporate retained earnings. Thus, gross investment as measured in the 

national income accounts has increased by $16,000, the difference between 

Atlas’s investment in plant and equipment and Brown and Wilson’s disin¬ 

vestment in inventories. Gross saving has also increased by $16,000, the 

increase in Brown and Wilson’s retained earnings. The transaction therefore 

affects investment and saving equally, increasing each by $ 16,000.9 

However, the different elements of saving and investment have different 

significance for economic analysis. The $100,000 investment in plant and 

equipment by Atlas may be called planned investment in the sense that 

Atlas obviously decided that it needed the additional equipment and deliber¬ 

ately set out to acquire it. On the other hand, the $84,000 disinvestment in 

inventories by Brown and Wilson is, in a sense at least, unplanned disinvest¬ 

ment, since Brown and Wilson merely responded to Atlas’s order by shipping 

the goods out of stock. Under normal circumstances, assuming that the 

company held the size and composition of inventories that it desired before 

the sale, it can be expected to produce the equipment necessary to replenish 

its inventory, and this production will generate an equivalent amount of 

income. There is, of course, no guarantee of this; if Brown and Wilson’s sales 

have been falling off, with goods unsold and inventories piling up, the 

company may welcome this opportunity to reduce redundant inventory 

stocks. Thus, as a result of a decision not to replenish depleted stocks, all or 

part of the reduction in inventories, which from the point of view of the 

transaction we are considering is more or less automatic unplanned disin¬ 

vestment, may become planned disinvestment. 

In any case, it may be noted, it is the planned portion of the investment 

that stimulates production and income. If Brown and Wilson fully replaces 

the inventory, Atlas’s purchase of equipment will exert its full effect on 

production and income; to the extent that Brown and Wilson permits its 

inventory to decline without replenishment (so that all or part of the initial 

unplanned disinvestment becomes planned disinvestment), the stimulus to 

production and income will be reduced. Consequently, it is changes in 

planned investment that tend to drive the level of production, income, and 

employment up or down in accordance with the analysis presented in this 

chapter. 

A similar distinction can be made in connection with saving. The 

$16,000 saving by Brown and Wilson may be regarded, in relation to the 

immediate transaction giving rise to it, as unplanned saving in the sense that 

the company’s profits have increased by $16,000, and immediately after the 

transaction there has not yet been time for the company to pay any of it out 

in dividends and thereby permit stockholders to spend a portion on con- 

9 The reader will note that saving and investments are not equal for each of the par¬ 
ticipants in the transaction taken separately, but only for the two taken together—that is, 
for the economy as a whole. 
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sumption. In the normal course of events, it is likely that a part of the 

$16,000 will be paid over in dividends to stockholders and that some of the 

dividend income will be spent on consumption. To the extent that this 

happens, it will tend to stimulate further production, income, and employ¬ 

ment, constituting part of the multiplier process which we have been 

discussing. 

To the extent that Brown and Wilson decides to keep back a portion of 

the $16,000 as retained earnings and stockholders decide to save a portion of 

the dividend income paid to them out of the $16,000, there will be planned 

saving. It is this portion of saving that acts as a check to income expansion 

by withholding dollars from the income stream. The portion of saving that 

is unplanned will be dissaved—that is, spent on consumption—within a 

relatively short period of time and will contribute to the continued expan¬ 

sion of income. 

Let us take a couple of other illustrative transactions. Suppose that Henry 

Wilkinson buys a television set from General Appliances, Inc., for $175. 

Assume that the set cost General Appliances $125, so that the markup (or 

profit margin) on the transaction is $50. The results are shown in the 

following table. 

Contribu- Henry General Ap- 

tion to: Wilkinson pliances, Inc. Total 

Y. +50 +50 
C.+175 ... +175 
I. -125 -125 
.S'.-175 +50 -125 

It is apparent that, once again, the transaction affects saving and investment 

equally for the economy as a whole, reducing each by $125. We leave it to 

the reader to consider the problem of disentangling the planned and un¬ 

planned portions of saving and investment in this case. 

If we introduce government, the analysis becomes a little more complex, 

but the principles are not changed. Suppose, for example, that James Larson 

pays his federal income tax in the amount of $1,200. The results are as 

follows: 

Federal gov- 

Contribution to: James Larson ernment Total 

Y. 
C. 
1. 
.S'. 

Tax receipts. 
Government expenditures. . . 
Government surplus. 

_-1,200 
+ 1,200 

+ 1,200 

-1,200 
+ 1,200 

+ 1,200 
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It is apparent that in the national accounts, the relationship 

Gross investment = Gross saving + Government surplus 

which replaces the simple identity of saving and investment when govern¬ 

ment is introduced, is satisfied, since saving is reduced by $1,200 while the 

surplus is increased by the same amount. The reader may consider the effect 

on production and income that is likely to result from the fact that part of the 

$1,200 of dissaving, which is a necessary immediate statistical by-product of 

the tax payment, may, in effect, be unplanned. 

As a final example, suppose the city of Stamford, Connecticut, pays out 

$15,000 in wages to workers employed in the making of street repairs. The 

results would be as follows: 

Stamford City 

Contribution to: Highway Workers Government Total 

Y. .+ 15,000 + 15,000 
C. 
I. 
s. .+ 15,000 +15,000 

Tax receipts. 
Government expenditures . . . . +15,000 + 15,000 
Government surplus. -15,000 — 15,000 

Once again, the identity, 

Gross investment = Gross saving + Government surplus 

is satisfied in the national income accounts, since saving is increased by 

$15,000, while the surplus is reduced by the same amount. However, there 

is likely to be a stimulus to the economy resulting from the fact that a 

portion of the $15,000 of saving is almost certainly unplanned, resulting 

merely from the fact that immediately after the payment the workers have 

not had time to spend the desired portion of their incomes. 

It should be apparent by now that the effects of any single transaction are 

necessarily such as to satisfy the condition, 

Actual gross investment = Actual saving + Government surplus 

If this condition is true for every transaction separately, it must be true for 

any combination of transactions. Consequently, the condition must be satis¬ 

fied for the economy as a whole during any time period whatever, whether it 

be five minutes or half a century. 

We can summarize the results of the above analysis as follows: 

1. Conceptually, it is possible to distinguish between (a) planned invest¬ 

ment, (b) unplanned inventory investment, and (c) actual investment as 

measured in the national income accounts. Similarly, a distinction can be 
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made in principle between (a) planned saving, (b) unplanned saving, and 

(c) actual saving as shown in the national income accounts. Thus, 

Planned investment + Unplanned investment = Actual investment 

and 

Planned saving + Unplanned saving = Actual saving 

2. Equilibrium of the level of income and employment in a closed 

economy requires that the following condition be satisfied: 

Planned gross investment = Planned saving + Government surplus 

When planned investment exceeds planned saving plus government surplus, 

the level of income and employment (and/or prices) will rise; when 

planned saving plus government surplus exceeds planned investment, in¬ 

come and employment (and/or prices) will fall. 

3. If during any period planned investment is not equal to planned 

saving plus government surplus, there must necessarily be just enough 

unplanned inventory investment and/or unplanned saving so that 

Actual investment = Actual saving + Government surplus 

Consequently, this condition, which is reflected in the national income 

accounts, is always satisfied, no matter what the state of the economy is. 

This analysis is related to the question of lags in the circular flow of 

income discussed earlier in this chapter. Referring to the model involving an 

output lag but no expenditure or earnings lags, as illustrated in Table 7-1, it 

is clear that there can be no unplanned saving, since consumption (and 

therefore saving) is adjusted to income within each period. Consequently, 

planned saving and actual saving are always equal; i.e., saving plans are 

always fulfilled. However, there can be differences between planned and 

actual investment, with unplanned inventory investment making up the 

differences. In the example of Table 7—1, for instance, in period four, total 

output (Yt) is $810 billion, while total sales (CtI + G) amount to 

$816 billion. Clearly, the only way in which producers could sell $816 

billion of goods and services while producing only $810 billion is to draw 

down their inventories by $6 billion. Thus, there is inventory disinvestment 

(designated by I") of $6 billion, as shown in the "Inventory investment” 

entry in Table 7-1. When this unplanned disinvestment is subtracted from 

the $130 billion of planned investment (designated as 7), the result is $124 

billion of actual investment (designated as //). This amount is equal to 

saving of $129.5 billion minus the government deficit of $5.5 billion. These 

relations hold true in each period. When the economy is in equilibrium (in 

the first two periods and the last period shown in Table 7-1), unplanned 

inventory investment (//) is, of course, zero, and planned investment (7) 

is equal to actual investment (7/). 
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Introduction of an expenditure lag and/or earnings lag permits the 

occurrence of unplanned saving. The reason for this is that with such lags, 

planned saving is determined by the income of an earlier period, while 

actual saving is calculated by subtracting consumption from the current 

period’s income. Thus, if current income differs from past income, actual 

saving will depart from planned saving so that there must necessarily be 

unplanned saving. 

INVENTORY ADJUSTMENTS 

Changes in inventory investment are so closely related to the multiplier 

that they may actually be considered a part of the multiplier process. This 

can be seen from the simple illustration of the dynamic multiplier employ¬ 

ing an output lag shown in Table 7-1. In a sense, the multiplier process 

"feeds on” inventories in this model. Beginning with period three—the 

period in which the autonomous increase in investment takes place—inven¬ 

tories decline steadily, that is, inventory investment (//) is consistently 

negative. In fact, production and income increase each period by as much as 

inventories declined the period before, so that the cumulative decline in 

inventory stocks is exactly equal to the rise in income. For example, three 

periods after the autonomous increase in investment, income has risen to 

$819.6 billion or $19.6 billion above its original level, and the combined 

fall in inventories during these three periods (periods three, four, and five) 

is precisely $19-6 billion. When the new equilibrium is reached, income will 

be $25 billion above its original level, inventory stocks will have been 

reduced by $25 billion, and current investment in inventories (Itn) will be 

zero. 

This pattern of behavior is obviously quite unrealistic. Businessmen can 

hardly be expected to look with equanimity upon a progressive decline in 

their inventory stocks under normal circumstances. They will surely have 

some kind of inventory policy which will cause them to take measures to 

maintain their inventories at a suitable level or perhaps increase them as 

sales rise. 

A Model with Inventory Adjustment 

When allowance is made for inventory adjustments on the part of 

businessmen, the dynamic multiplier process of income change is altered 

rather significantly. The effects are illustrated in Table 7-3, which shows the 

working of the multiplier when the marginal propensity to consume is 50 

percent and when businessmen are assumed to follow the very simple policy 

of attempting to maintain constant inventory stocks. For simplicity we 

assume in this case that there are no government expenditures or taxes. 
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The consumption function employed in this model is 

Ct = 0.5 Yt + 100 

and the system is assumed to be in equilibrium initially, with autonomous 

investment in fixed capital of $120 billion per period. It is further assumed 

that businessmen desire to hold inventory stocks of $100 billion; initially 

actual stocks are at this level, so that the economy is in equilibrium with 

income at a level of $440 billion (as shown in the first two columns of 

Table 7-3). 

In period three autonomous fixed investment (V) rises to $130 billion 

and remains at that level. As a result of the increase in investment, total 

sales rise to $450 billion in period three, and since production in that period 

is only $440 billion, inventories are depleted by $10 billion. As a result, an 

additional demand for goods of $10 billion arises out of the desire of 

businessmen to replace depleted inventories. Consequently, production and 

income rise to $460 billion in period four; in addition to producing an 

amount equal to the $450 billion of sales in period three, firms produce a 

further $10 billion to make good the previous period’s depletion of invento¬ 

ries. However, the $20 billion rise in income in period four causes consump¬ 

tion to rise by $10 billion; this uses up the $10 billion produced for the 

purpose of restoring inventories to their normal level. As a result, invento¬ 

ries remain at $90 billion, $10 billion short of the desired level. Thus, the 

$10 billion demand for inventories is recreated in period four as business¬ 

men once again attempt to rebuild their stocks, and income rises to $470 

billion in period five. However, this rise in income causes consumption to 

rise by $5 billion, thus using up half of the $10 billion produced for 

inventories, so that inventories rise only to $95 billion. With inventories still 

$5 billion short of the target, a further inventory demand of $5 billion is 

generated. 

Since consumer demand in period five is $5 billion more than in the 

previous period, while inventory demand is $5 billion less, total demand 

remains at $470 billion and income is again $470 billion in period six. At 

this level, aggregate demand for consumption and investment is only $465 

billion, so that inventories rise by $5 billion to the desired level of $100 

billion. However, despite the coincidence of desired and actual inventories, 

income cannot remain at this level, since inventory demand now drops to 

zero while consumption and investment demand are only $465 billion, 

which is not sufficient to maintain income at $470 billion. Consequently, 

income drops to $465 billion in period seven. As a result of the fall in 

income, demand drops to $462.5 billion and inventories accumulate to the 

extent of $2.5 billion, causing stocks to rise above the desired level of $100 

billion. Thus, inventory demand becomes negative, causing income to drop 

further in period eight. As the student can verify for himself by carrying the 

computations of Table 7-3 through a few more periods, the decline in 
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income will eventually reverse itself. It should be apparent by now that the 

initial rise in fixed investment has started a self-sustaining cyclical fluctua¬ 

tion in income. 

The last column of Table 7-3 shows the equilibrium position correspond¬ 

ing with investment of $130 billion per period. In this model, the static 

multiplier is equal to the reciprocal of the marginal propensity to save, just 

as in the case of our earlier model without inventory adjustment. Since the 

marginal propensity to save is 0.5, the multiplier is 2, and the initial $10 

billion increase in investment causes equilibrium income to rise by $20 

billion to $460 billion. However, it should be noted that in this model two 

conditions must simultaneously be satisfied in order for equilibrium to be 

achieved: (1) income must be $460 billion, and (2) inventories must be at 

the desired level of $100 billion. In period four and in period eight, income 

is $460 billion, but in neither case can it remain there, because actual 

inventory stocks do not coincide with the desired level. 

Inventories and the Multiplier 

Although the model used in the construction of Table 7-3, with its 

assumption that the desired level of inventories is constant, is unquestiona¬ 

bly a great oversimplification, it does nevertheless illustrate two features that 

actually seem to characterize the mechanism of short-run income adjustment 

in the real world. 

1. The existence of an inventory reaction, even when based upon the 

simple assumption of a constant desired inventory stock, introduces a self- 

sustaining cyclical movement into the economy. Thus, when the conditions 

of equilibrium are disturbed by a rise in autonomous expenditures, income 

first rises above the new equilibrium level, then begins to decline, falls 

below equilibrium, rises again, and so on. In the illustration of Table 7-3, 

the fluctuations are damped—that is, they get progressively smaller and 

income approaches more and more closely to the new equilibrium level as it 

fluctuates around that level.10 The time path of income is of the sort shown 

in Figure 7—IB. This contrasts with the smooth approach to the new equilib¬ 

rium which characterizes the simple multiplier without inventory adjust¬ 

ment, as typified by the path shown in Figure 7-1A. 

2. The presence of an inventory adjustment makes the multiplier larger 

for the first few periods after the initiating change in autonomous expendi¬ 

tures than it would be in the absence of such an adjustment. In the example 

shown in Table 7-3, the increase in investment of $10 billion causes income 

to rise $30 billion above its original level at the expiration of three periods 

(in period six). Thus, the multiplier including inventory adjustment for 

10 This particular model will generate damped fluctuations provided the marginal pro¬ 
pensity to consume is less than unity. 
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FIGURE 7-1 

A. Multiplier Process without Inventory Adjustment 

y 

B. Multiplier Process with Inventory Adjustment Based on Constant Desired Inventories 

y 

three periods is 3 in this case. The student can easily verify that with a 

marginal propensity to consume of 50 percent, in the absence of inventory 

adjustment, an increase in investment of $10 billion would cause income to 

rise by $17.5 billion at the end of three periods; that is, the three-period 

multiplier would be 1.75. Thus, the presence of even such a simple type of 

inventory reaction increases the three-period multiplier by about 70 percent. 

There can be little doubt that inventory adjustments in practice are much 

more complex than those involved in the simple model used in Table 7-3. 

Inventories of finished goods are held by merchants, wholesalers, and manu¬ 

facturers in order to have sufficient quantities and varieties of goods on hand 

to meet customers’ orders without delay. Stocks of raw materials are needed 

to provide assurance against interruptions in production due to possible 

delays in the filling of orders by suppliers and to permit economies asso¬ 

ciated with periodic ordering and bulk purchasing. Inventories of goods in 
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process of production are to a considerable extent determined by the tech¬ 

nology of the production process, together with the current rate of produc¬ 

tion.11 As a result, the size of desired inventory stocks held for all of these 

purposes tends to rise and fall with the rate of sales or production. Thus, as 

sales rise, firms not only speed up their rates of production in an attempt to 

prevent their inventories from falling, as was assumed in constructing 

Table 7-3, but in addition they may speed up production still more in order 

to increase their inventories more or less in pace with sales. This kind of 

behavior accentuates the tendency for inventory adjustments (a) to enlarge 

the size of the multiplier applicable to the earlier periods of income change 

and (b) to introduce self-perpetuating cyclical movements into the econ¬ 

omy.12 

While there can be little doubt that inventory adjustments tend to 

amplify short-run movements in income set off by changes in fixed invest¬ 

ment and government expenditures, the state of our knowledge concerning 

such adjustments is not entirely satisfactory. However, some estimates are 

available relating to the multiplier including inventory adjustments. Calcu¬ 

lations based upon the econometric model of the United States economy 

developed in the Research Seminar in Quantitative Economics at the Univer¬ 

sity of Michigan indicate that the one-year multiplier applicable to changes 

in business expenditures for plant and equipment or in purchases of goods 

and services inclusive of inventory reactions is in the neighborhood of 2.13 

Since this model uses annual data, the result means that an increase in 

government purchases at the beginning of a year will raise the GNP for that 

11 As a simple illustration of this point, suppose a firm is producing 10 units of a cer¬ 
tain product per day, and suppose further that 30 days are required to complete the proc¬ 
ess of production. If production is proceeding steadily, the firm will start production on 10 
units each day and at the same time 10 units will be completed each day. At all times 
there will be in the production process 10 units started on each of the last 30 days, or a 
total of 300 units. On the average these units will be about half finished, so that the in¬ 
ventory of goods in process of production will consist of the equivalent of about 150 units 
of the product. Assuming 240 working days per year, annual output will be 2,400 units, 
and inventory stocks will be approximately %6 of annual output. 

12 For an extensive discussion of the cyclical effects of inventory adjustments, see L. A. 
Metzler, "Nature and Stability of Inventory Cycles,” Review of Economic Statistics, Vol. 
XXIII, 1941, pp. 113-29; "Factors Governing the Length of Inventory Cycles,” Review 

of Economic Statistics, Vol. XXIX, February 1947, pp. 1-15; and "Business Cycles and 
the Modern Theory of Employment,” American Economic Review, Vol. XXXVI, June 
1946, p. 278. 

13 For a description of the Michigan model, see D. B. Suits, "The Economic Outlook in 
1968,” in The Economic Outlook for 1968, Papers presented at the Fifteenth Annual Con¬ 
ference on the Economic Outlook at the University of Michigan (Ann Arbor: Department 
of Economics, University of Michigan, 1968), pp. 1—31. An earlier version of the model 
including the multipliers applicable to various exogenous changes is described in D. B. 
Suits, “Forecasting and Analysis with an Econometric Model,” American Economic Re¬ 

view, Vol. LII, March 1962, pp. 104-32, reprinted in R. A. Gordon and L. R. Klein 
(eds.), Readings in Business Cycles (Homewood, Ill.: Richard D. Irwin, Inc., 1965), pp. 

597-625. 



158 * Macroeconomics 

year by an amount equal to about twice the original increase in purchases. 

Another model, which makes use of quarterly rather than annual data and 

deals with the functioning of the economy during recessions, indicates a 

four-quarter multiplier of about 2.5, including inventory reactions.14 

14 J. S. Duesenberry, Otto Eckstein, and Gary Fromm, "A Simulation of the United 
States Economy in Recession,” Econometrica, Vol. XXVIII, October I960, Table V, p. 
764. (This table is not included in the reprinted version of the paper in Klein and Gor¬ 
don (eds.), Readings in Business Cycles, op. cit.) It may be noted that the multiplier for 
the year, following a change in, say, private investment, will generally be different from 
the multiplier applicable to the fourth quarter after the change. For example, taking a 
period to be a quarter in Table 7—1, the increase of $10 billion in investment in period 3 
will raise income for the ensuing year by $16.84 billion (the average value of GNP for 
periods 4, 5, 6, and 7 is $816.84 billion). Thus, the multiplier for the year is 1.684. How¬ 
ever, the multiplier applicable to the fourth quarter after the increase in investment began 
(period 7) is 2.176 since GNP for that period is $821.76 billion. 
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8 

INVESTMENT I: 

THE MARGINAL EFFICIENCY 

OF INVESTMENT 

In our discussion of the multiplier in the previous two 

chapters, we treated investment expenditures (other than for inventories) as 

an autonomous variable—that is, we took such expenditures as given in 

particular situations and considered what would happen to the level of 

income when they changed, but we made no effort to consider the factors 

determining them. In this and the next two chapters we shall extend the 

scope of our model of the income determination mechanism to cover some 

of the determinants of investment expenditures. 

SCOPE OF ANALYSIS 

We shall use the word investment in its basic economic meaning of real 

investment—that is, the accumulation of real capital goods. We shall 

exclude investment in inventories from our discussion, since the behavior of 

inventory investment was discussed in the previous chapter in connection 

with the multiplier. Moreover, we shall consider only private investment by 

profit-oriented economic units, omitting investment by governmental units 

in such things as schools, dams, and highways. Thus, investment in the 

present context means expenditures by private business firms on durable 

equipment and on the construction of plants, stores, and other commercial 

buildings. 

Gross and Net Investment 

In principle, it is possible to distinguish between new investment—addi¬ 

tions to the stock of real capital—and replacement investment—investment 

activity designed to maintain the existing stock in the face of wear and tear, 

obsolescence, and destruction by fire, flood, or other catastrophe. Net invest¬ 

ment includes only new investment in the above sense, while gross invest¬ 

ment includes both new investment and replacement investment. 

As indicated below, gross investment is the more appropriate concept for 

some purposes, while in other situations net investment is more suitable. 

159 
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However, in practice it is rather difficult to measure net investment. The 

most obvious way to obtain an estimate of net investment is to deduct 

depreciation allowances from gross investment; however, since depreciation 

allowances are usually based upon the original cost of individual plants and 

pieces of equipment which were purchased in different years when prices 

were at various levels, it is difficult to obtain a meaningful estimate of net 

investment in this way. In addition, there is a more fundamental difficulty 

which arises from the fact that a worn-out piece of equipment is rarely 

replaced by another exactly like it; rather it is usual to replace discarded 

equipment with the latest and most efficient type available. For this reason, 

in most cases replacement of worn-out or obsolescent equipment increases 

productive capacity to some extent and therefore includes an element of new 

investment. Hence it becomes conceptually difficult to disentangle replace¬ 

ment investment from new investment. 

Investment as a Component of Aggregate Demand 

In this chapter, we shall be concerned with private investment expendi¬ 

tures as a part of aggregate demand for final output. In this context, gross 

investment is a more appropriate concept than net investment. This is true 

because one of our more important objectives is to uncover the factors 

determining levels of employment and prices. Employment is generated by 

the production of capital goods whether they are intended for new invest¬ 

ment or for replacement; and when there is pressure on the existing capacity 

of the economy, an increase in the demand for capital goods whether for 

new investment or for replacement may exert upward pressure on the price 

level. Since allowances for depreciation constitute a deduction from the gross 

income flow and in any particular period may not—in fact, commonly will 

not—exactly equal expenditures for replacement of depreciated equipment, 

an excess of depreciation allowances over replacement expenditures may be 

a contractive influence on economic activity. Thus, it is best to consider the 

relation between gross investment (including replacement) and gross sav¬ 

ing (including depreciation) for our present purposes. 

Investment as a Source of Productive Capacity 

In addition to being an important component of final demand for current 

output, investment also adds to the productive capacity of the economy, both 

by increasing the size of the capital stock and by serving as the vehicle 

through which new technology is introduced. There are many important and 

somewhat controversial issues concerning the role of capital formation in 

economic growth, which will be taken up at length later in this book.1 In 

1 See Part IV. 
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this chapter, however, these issues are almost entirely neglected, and the 

emphasis is placed on investment as a component of aggregate demand. 

That is, gross investment is taken into account as an element of final 

demand, but the capacity-creating effects of investment are not allowed for. 

This means that the analysis has limitations which may make it unsuitable 

in some situations, a fact that should be borne in mind by those who use it. 

However, for purposes of short-term analysis of aggregate demand, which is 

our present concern, failure to take account of the effects of investment on 

productive capacity is not likely to be a source of serious distortion.2 

THE MARGINAL EFFICIENCY CONCEPT 

Presumably business decisions to invest in additional productive facilities 

—to install new machinery, build new factories, stores, office buildings,, and 

so on—are based on some kind of profit maximization calculus. That is, 

investment takes place only when those responsible for decision making 

believe that it will add directly or indirectly to the profits of the enterprise. 

A Simple Illustration 

The best way to clarify the factors that enter into a rational investment 

decision is to take a simple example. In this example, we assume that the 

investment project is expected to last only one year and that at the end of 

the year the equipment is expected to be completely worn out so that it will 

have no scrap value. The assumption of a one-year life is not really necessary 

and will be dropped in the course of our discussion, but it has the advantage 

of permitting us to avoid temporarily the complications associated with 

compound interest. 

We consider the case of a firm which is considering investment in new 

equipment costing $50,000 and, as just indicated, having an expected life of 

one year. If the firm is to make a rational decision in this matter, it will 

presumably prepare a calculation such as that shown in Table 8-1. Depend¬ 

ing upon the size of the company and the sophistication of its management, 

such a calculation may range from a casual scrawl on the back of a discarded 

2 It may be noted that nearly all of the formal analysis contained in J. M. Keynes’s 
General Theory of Employment, Interest, and Money (New York: Harcourt, Brace & Co., 
1936), on which the present analysis rests rather heavily, neglects the effect of investment 
on productive capacity, assuming, in fact, that labor is the only variable factor of produc¬ 
tion. Indeed, Keynesian analysis is largely a study of the factors determining the extent of 
utilization of aggregate economic capacity, being in this respect somewhat analogous to 
the Marshallian short-run analysis of price theory, which studies the determinants of the 
rate of utilization of existing capacity in the case of a single firm or industry (see Alfred 
Marshall, Principles of Economics [8th ed.; New York: Macmillan Co., 1948], Book V, 
chap. v). However, as indicated above, Keynesian analysis, unlike Marshallian, suffers from 
an internal contradiction in the sense that it ordinarily involves net investment which,, for 
the economy as a whole, must necessarily change economic capacity. 
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envelope to an extensive document, with supporting data based on estimates 

by engineers and accountants, prepared for submission to the officials 

charged with the responsibility for preparation of the firm’s "capital 

budget.” 

Perhaps the most striking thing about the calculation shown in Table 8-1 

is the number of times the word "expected” appears in it. Decisions concern¬ 

ing investment always involve quite complex forecasts concerning many 

variables relating to the position of the firm. It is necessary to estimate the 

expected additional revenue that will result from use of the new facilities 

TABLE 8-1 

Calculation of Expected Returns from a Hypothetical Investment 

Having Expected Life of One Year 

Cost of the equipment.;.$ 50,000 

Expected life of the equipment. 1 year 

Expected additional output resulting from the 

use of the equipment. 10,000 units 

Expected price per unit of output...$10 

Expected additional revenue (10,000 units X $10).$100,000 

Expected additional expenses other than deprecia¬ 

tion and interest.$ 47,000 

Labor costs.$12,000 

Raw material costs. 27,000 

Maintenance costs.   2,000 

Property and excise taxes... 4,000 

Miscellaneous costs. 2,000 

Expected gross return on investment before de¬ 

preciation and interest...$ 53,000 

Expected depreciation cost. 50,000 

Expected return before deduction of interest cost.$ 3,000 

Expected rate of return on investment before 

deduction of interest ($3,000 -4- $50,000). 6% 

and to set against these revenues the expected additional costs of labor, 

materials, depreciation, and so on that will be occasioned by the new 

equipment. In this particular example, the expected net monetary return 

amounts to $3,000 on an investment of $50,000, or a rate of return of 6 

percent. We shall refer to the expected rate of return on an investment 

project, computed in this way, as the marginal efficiency of investment of the 

project. 

The reader will note that interest on the funds invested in the equipment 

has not been included among the costs. Instead we shall handle interest by 

comparing the interest rate with the rate of return on investment in the 

equipment. Subject to some qualifications which are discussed below, in this 

example, for instance, we may suppose that if the interest rate that the firm 

must pay to borrow the funds to buy the machine is 5 percent, the firm will 

invest in the equipment, since it expects to earn $3,000 or 6 percent on the 

investment, whereas the cost of borrowing $50,000 for one year at 5 percent 
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is only $2,500, leaving the firm with a net return of $500 after paying the 

interest. On the other hand, if it is necessary to pay an interest rate of 7 

percent, the investment will not be made, since the interest cost will exceed 

the expected return on the investment. In general, the investment will be 

carried out if the marginal efficiency of investment exceeds the rate of 

interest.3 Replacement investment as well as net investment should be 

governed by a comparison of the marginal efficiency of investment with the 

rate of interest. That is, in principle, reinvestment of depreciation allowances 

should not be carried out unless it will add to the profits of the stockholders. 

Everyday discussion often makes a distinction between net investment 

designed to make possible an increase in output and investment designed to 

reduce the costs of producing the existing output. The latter may be termed 

cost-cutting investment. Actually, the distinction is not likely to be clear-cut, 

since in most cases investment which reduces the cost of producing the 

current output will also increase productive capacity. However, investment 

of a purely cost-cutting nature can be evaluated in a framework such as that 

shown in Table 8—1. In such cases, the increase in revenue will be zero, and 

the gain will come through a reduction in expenses. For example, the 

investment may make possible the replacement of expensive skilled labor 

with lower paid semiskilled or unskilled labor. 

It is apparent from Table 8-1 that the calculation of the marginal 

efficiency of investment requires the firm to make judgments, either explicit 

or implicit, concerning a great number of variables. In this example, it is 

assumed that the cost of the equipment is known, but in many cases even 

this has to be estimated—the cost of building a plant or a store may be 

higher than was originally anticipated if the cost of labor or materials rises 

during the period of construction. In order to estimate the expected revenue 

from the investment, it is necessary to estimate (a) the physical productivity 

of the equipment, and (b ) the price at which the product can be sold. If the 

firm has a monopoly of semimonopoly position, so that it is faced by a 

downward sloping demand curve for its product, it must estimate the extent 

to which the sale of additional units of product will depress the price it will 

receive on the sales it is already making.4 Its estimate of the demand 

3 We are implicitly assuming that investment is financed by borrowing money at inter¬ 

est through the issuance of bonds or the flotation of loans. In practice, of course, business 

finances much of its expenditure for plant and equipment in other ways—notably through 

the use of so-called "internal funds” derived from retained profits and depreciation allow¬ 

ances and to a lesser extent through the issuance of new stock (equities). The existence of 

alternative sources of financing creates complications which will be taken up in Chapter 10. 

4 For example, suppose the firm is now selling one million units of its product at $10 

apiece for total revenue of $10 million. If it installs new equipment which will permit it 

to produce 200,000 more units, it estimates that it will have to reduce the price to $9.50 

in order to induce its customers to buy the additional units. In this case, the additional 

revenue resulting from installation of the equipment will not be $1.9 million (200,000 X 

$9.50). Rather it will be necessary to deduct $500,000 to allow for the fact that the price 

will have to be reduced by $0.50 per unit on the 10 million units now being sold. Thus 

the additional revenue resulting from the investment will be only $1.4 million. 
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conditions for its product may go astray for many reasons: poor judgment 
on its part in estimating the market for its product, the introduction of 
improvements in production technique or in the product itself on the part of 
the firm’s competitors, an unexpected change in consumers’ tastes for its 
product, or changes in demand associated with general business conditions. 

Similarly with respect to cost estimates, the firm must estimate many 
things, including physical inputs of labor and materials per unit of output, 
wage rates, raw material prices, excise and property taxes at various levels of 
government, and so on. The equipment may not last as long as was 
originally anticipated, due either to wear and tear or to obsolescence, so that 
depreciation costs turn out to be higher than was expected. 

In the example we are considering, it is apparent that a small miscalcula¬ 
tion can easily wipe out the expected profit from the investment. For 
example, with the interest rate at 5 percent, if the price at which 10,000 
units can be sold turns out to be only one half of 1 percent less than 
expected or if wage rates are 4 percent higher than anticipated, the invest¬ 
ment will show no profit. Of course, mistakes may be made in either 
direction, and the profit may prove to be greater than was expected. How¬ 
ever, it appears that most businessmen are averse to risk in the sense that 
they require a prospective profit in order to induce them to assume it. In this 
case, for example, the firm may not be willing to undertake the investment 
at an interest rate of 5 percent, because the expected return of $500 after 
deduction of interest cost is not sufficient to compensate for the risk assumed. 
In fact, depending upon the businessman’s assessment of the risk involved 
and his attitude toward assuming risk, it is even possible that he would not 
undertake this investment if he were able to obtain the funds at no cost, 
since a net expected return of more than six percent might be required to 
compensate him for risk. 

Generalization of the Marginal Efficiency Concept 

There is another way of viewing the calculation shown in Table 8-1, 
which is for some purposes superior to that used in the table. The firm in 
this example invests $50,000 in the equipment at the beginning of the year 
and expects to receive back at the end of the year $53,000 after the 
deduction of all expenses except interest and depreciation. That is, the firm 
expects to get back its original investment plus $3,000 of profits. One way 
to compute the marginal efficiency of investment for this investment is to 
find the interest rate at which $50,000 would have to be invested in order to 
grow in value to $53,000 at the end of a year. If the marginal efficiency of 
investment is designated as i, we have the following equation 

$50,000(1 + 0 = $53,000 

This equation could be written alternatively as 
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$50,000 = 
$53,000 

1 + i 

When the calculation is expressed in this way, i is said to be the rate at 
which the expected future gross returns ($53,000) must be discounted in 
order to make them equal to the original cost. Solving for i, we obtain 

1 + i = 
$53,000 

$50,000 

$53,000 

$50,000 
— 1 = 1.06 — 1 = 0.06 or 6 percent 

Thus, this method calculating the marginal efficiency of investment gives 
the same answer as that shown in Table 8-1. 

When the expected life of the investment is more than one year, the 
problem of compounding interest makes it impossible to calculate the 
marginal efficiency of investment by the simple method used in Table 8—1. 
However, the discounting method can still be used. Suppose, for example, 
that an investment costs $100,000, has an expected life of two years, and is 
expected to yield, after deduction of all expenses except depreciation and 
interest, returns of $53,000 the first year and $61,000 the second year. If we 
let Xt stand for the amount of money which if invested now at a rate of 
return of i will accumulate to $53,000 at the end of one year, we have 

Xi(l+ 0 — $53,000 

v _ $53,000 

Xl ~ T+T 

If X2 stands for the sum of money which if invested now at a rate of i per 
year will accumulate to $61,000 at the end of two years, we have 

X2(l + 02 = $61,000 

v _ $61,000 

2"(i + 02 

If we set Xx plus X2 equal to $100,000, the cost of the investment, and 
solve for i, we will obtain the marginal efficiency of investment. That is, 

$100,000 = 
$53,000 $61,000 

1 + i +C1 + 02 
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or, multiplying through by ( i + i)z, we have 

$100,000(1 + 02 - $53,000(1 + 0 - $61,000 = 0 

This is a quadratic equation in (1 + i), the solution of which is 

1 + i = 1.08975 

or 

i = 0.08975 or 8.975 percent 

Thus, the marginal efficiency of investment in this case is 8.975 percent. 

In accordance with this analysis, we may define the marginal efficiency of 

investment as the rate of discount which must he applied to the expected 

returns from an investment project in order to make its present value exactly 

equal to its cost.5 "Returns” as used in this definition are equal to receipts 

minus all costs except depreciation and interest. Analytically, the definition 

may be presented as follows: 

- _ Ei Eq Ez En 

~ l + t (1 + 02 ^ (1 + 03 + ^ (1 + Or 

where C is the original cost of the project, Elt E2, E3, . . . En are the 

expected gross (dollar) returns in each of the n years in the expected life of 

the project, and i is the marginal efficiency of investment. Given the cost of 

the investment, the expected returns in each of the years (the Es), and the 

expected life of the investment (n), it is possible to find the approximate 

value of i from this equation, although the process of estimation is generally 

awkward and difficult. 

In the case in which the expected returns are the same in all years (i.e., 

E1 = E2 = Ez = . . . En), the expression given above can be simplified 

considerably and a solution can be obtained by the use of compound interest 

tables. If E is the expected yearly return, we have 

r E I E I E 1 I E 
1 + , (1 + 02 (1 + ij (1 + 0* 

5 That is, the present value (V) of a payment of E dollars to be received, say, three 
years from now, with interest compounded once a year, when the interest rate at which 
funds can be invested is lOOr percent is obtained by solving the equation 

V(1 + r)3 = E 

for V—that is, by finding the sum which if invested at the specified interest rate will build 
up to E dollars at the end of three years. Solving explicitly for V, we have 

(1 + 03 

The present value of a series of payments (E’s) to be received at specified future times is 
the sum of a series of terms like thisj one for each payment. Thus, we get the expression 
in Equation 4. 
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Multiplying both sides of this equation by 1/(1 + z), we obtain 

li c- 1 I E I £ +... +_(X) 
1 + i (1 + 02 (1 + 03 (1 + 04 M + 0"+1 w 
Subtracting Equation 3 from Equation 2 and canceling out terms, we have 

Mc- E E 
1 + ij 1 + i (1 + 0"+1 

Multiplying both sides by (1 + i) and rearranging terms, we have 

1 

(1 + #> 

By using this expression, it is possible to use compound interest tables to find 

i, given the values of C, E, and n. One special case is of some interest. If the 

investment project is indestructible—that is, can be expected to last virtually 

forever—the expected life (n) becomes infinite. For any (positive) value of 

i, 1/(1 i)n approaches zero as n approaches infinity. Thus, for the 

indestructible project, we have simply 

The student will doubtless recognize this as the familiar capitalization 

formula. This formula is often used to obtain an estimate of the market 

value of a piece of land (C), given the expected annual rent (E), and the 

capitalization rate (i), which represents the rate of return that the investor 

can obtain on other investments involving approximately the same degree of 

risk. 

An Alternative Criterion 

According to the above analysis, the firm that is interested in maximizing 

its profits will carry out all investments for which the marginal efficiency of 

investment is in excess of the interest rate it must pay for the funds and will 

reject all investment projects for which the rate of interest is in excess of the 

marginal efficiency of investment. There is another way of explaining this 

relationship which is useful for some purposes. 

It was explained above that when the expected future returns from an 

investment are discounted at a rate equal to the marginal efficiency of 

investment, their sum is equal to the cost of the investment project. By a 

similar line of reasoning, when the expected returns are discounted at the 

market rate of interest, their sum is equal to the present value of the 

investment (see footnote 5). That is, 
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V = ——_|-—_|-—_)-   1-—— 
1 + r ^ (1 + O2 (1 + O3 (1 + 0" 

where V is the present value of the investment, the E’s are the expected (dol¬ 

lar) returns, n is the expected life of the investment, and r is the market rate 

of interest. Comparing Equation 4 with Equation 1, it is apparent that if the 

rate of interest is equal to the marginal efficiency of investment (r — i), the 

present value of the investment is just equal to its cost (V — C). Moreover, 

since r appears with a positive sign in the denominators of all the terms on 

the right-hand side of Equation 4, it is clear that V rises when r falls and 

falls when r rises. That is to say, the higher the rate of interest at which the 

expected returns are discounted, the lower is the present value of an asset. 

From these relations, it is apparent that whenever the marginal efficiency of 

investment exceeds the rate of interest (i > r), the present value of the 

asset must exceed its cost (V > C); and that whenever the rate of interest 

exceeds the marginal efficiency of investment (r > i), the cost of the proj¬ 

ect must exceed its present value (C > V). The results of this discussion 

may be summarized as follows: 

Interest Kate 

Criterion 

r < i 

r > i 

Present Value Implied Action 

Criterion on Project 

V > C Carried out 
V < C Rejected 

For some purposes, the present value criterion may be more useful than 

the interest rate criterion. For example, since the cost of investment will not 

be directly affected by a change in the rate of interest, we can judge the 

effects of interest rate changes on investment, to some extent at least, by 

considering the magnitude of the effects of such changes on the present 

value of the investment, since it is by raising present values above or 

depressing them below costs that changes in interest rates exert their effects 

on investment. Thus, in studying the sensitivity of investment to the rate of 

interest, it is often more illuminating to look at the problem in terms of 

changes in present values rather than in terms of changes in the interest rate 

directly. 

The Marginal Efficiency of Investment Schedule 

According to the above analysis, there is, in principle at least, a marginal 

efficiency of investment for any investment the firm might consider. If the 

projects under consideration are arranged according to their marginal 

efficiencies, it is possible to draw up a marginal efficiency of investment 

schedule for the firm. A hypothetical schedule of this kind is given in Figure 

8-1. Let us suppose that the most attractive investment open to the particu¬ 

lar firm we are considering is the investment of $10,000 in specialized 

equipment which would add to the efficiency of its plant. The marginal 
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efficiency of this investment is 9 percent. Next in order of profitability is an 

investment of $13,000 in, let us say, office equipment to speed up the 

processing of data in the cost accounting section and to reduce the cost of 

these operations. This investment is estimated to have a marginal efficiency 

of 8 percent. Further investments in order of profitability are one of $12,000 

having a marginal efficiency of 6 percent, one of $23,000 having a marginal 

efficiency of 4 percent, and one of $20,000 having a marginal efficiency of 3 

FIGURE 8-1 

Marginal Efficiency of Investment Schedule for a Single Firm 
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If the firm has this array of investments open to it, its marginal efficiency 

of investment schedule will be the broken line labeled MEl in Figure 8—1. If 

the interest rate it must pay to obtain funds is above 9 percent, it will invest 

nothing, since there are no investments that are prospectively profitable at 

this rate of interest. If the interest rate is between 8 and 9 percent, it will 

carry out only the $10,000 investment project having a marginal efficiency 

of 9 percent. If the interest rate is between 6 and 8 percent, it will carry out 

the $10,000 investment having a marginal efficiency of 9 percent and the 

$13,000 investment having a marginal efficiency of 8 percent, thus spending 

$23,000 in all. If the interest rate falls below 6 percent, the $12,000 

investment having a marginal efficiency of 6 percent will be carried out, andy 

so on. That is, for any interest rate, the broken line labeled MET indicates the / 

amount of investment spending that the firm will engage in. Thus, if it is 

assumed that decisions concerning investment are made by comparing the 

rate of interest with the marginal efficiency of investment, the marginal 
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efficiency of investment schedule shows the amount of investment that will 

be carried out at each rate of interest. 

It is useful to view the marginal efficiency of investment schedule for the 

economy as a whole, as illustrated in Figure 8-2, as a horizontal summation 

of the schedules of individual firms such as that shown in Figure 8—1. While 

the schedule of the individual firm is likely to be an irregular line, due to the 

"lumpiness” of investment projects, much of the irregularity is likely to 

disappear for the aggregative schedule, so that it is reasonably well depicted 

FIGURE 8-2 

Marginal Efficiency of Investment Schedule of the Nation 

INVESTMENT EXPENDITURES 
(BILLIONS OF DOLLARS) 

by a continuous smooth curve. Since the marginal efficiency of investment 

schedule indicates the amount of investment that will be carried out for each 

rate of interest, as explained above, the rate of interest is plotted on the 

vertical axis in Figure 8-2, and the MEI schedule may be viewed as the 

aggregative relation between the rate of interest and investment expendi¬ 

tures. Thus, the schedule indicates that at a rate of interest of 10 percent, 

investment would be $28 billion; and that as the interest rate fell, invest¬ 

ment would increase, reaching, for example, $80 billion at a rate of 3 

percent. 

Several points should be noted about the marginal efficiency of invest¬ 

ment schedule. First, investment is a flow rather than a stock concept—that 

is, it has a time dimension and indicates the amount of spending that would 

be done per unit of time, such as a year or a quarter. Second, the schedule is 
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best viewed as an instantaneous relationship indicating different amounts of 

investment spending that would be initiated at alternative rates of interest 

during a specified period. Third, there are many factors other than the rate 

of interest that affect investment; these factors operate by changing the 

expectations underlying the investment calculations of firms, as explained 

above, and would be reflected in shifts of the ME1 schedule to the right or to 

the left. These factors are discussed in the next chapter. 

The Interest Elasticity of Investment 

The interest elasticity of the marginal efficiency of investment schedule is 

a technical measure of the sensitivity of investment to changes in the rate of 

interest. This elasticity may be defined as 

AI 
Percentage change in investment expenditures I rAI 

Percentage change in the interest rate Ar iAr 

r 

Thus, if a change of 1 percent (of itself—e.g., from 3 to 3.03 percent) in 

the rate of interest causes a 2 percent change in investment, the elasticity is 

two; if a 1 percent change in the interest rate causes only a half of 1 

percent change in investment, the elasticity is one half, and so on. 

These ideas are illustrated in Figure 8-3. If the interest rate is 4 percent 

to start with and declines to 3 percent, investment will increase from $40 

billion to $50 billion if the marginal efficiency of investment schedule is 

MEly, and from $40 billion to $65 billion if the schedule is MEI2. Thus, the 

FIGURE 8-3 

Illustration of Alternative Degrees of Elasticity of Mar¬ 

ginal Efficiency of Investment 

INVESTMENT (BILLIONS OF DOLLARS) 
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schedule MEI2 is more elastic than the schedule MElx in this case.6 The 

vertical line MElz illustrates a completely inelastic schedule with investment 

entirely unaffected by changes in the rate of interest, while MEI4 is a 

completely elastic schedule, which means that a slight decline in the interest 

rate below 4 percent will result in an indefinite increase in investment, while 

a slight rise in the rate above 4 percent will bring investment expenditures 

to a complete stop. 

6 In the above case, the interest elasticity of the curve ME1% appears to be one, since a 
25 percent fall in the interest rate results in a 25 percent rise in investment. (Actually, it 
would be negative one, since a fall in the interest rate causes a rise in investment—i.e., the 
MEI schedule is negatively sloped). However, there is a difficulty arising from the custom¬ 
ary practice in computing percentage changes of using the chronologically first value of the 
variable as the base. Thus, if the interest rate were to change in the other direction (from 
3 to 4 percent), a 3314 percent rise in the interest rate would cause a 20 percent decline 
in investment and the elasticity would be one and two-thirds instead of one. To get around 
this problem and give the same estimate of elasticity whether the interest rate rises or falls, 
the concept of arc elasticity has been developed, which adopts the convention of using the 
average values of the interest rate and of investment between the two points in computing 
the elasticity whether the price rises or falls. On this basis, the elasticity would be 

1 percent 

3.5 percent 0/ 

$10 billion ~ A 

$45 billion 

It should also be noted that because of the confusing but widespread practice in economics 
of measuring the independent variable on the vertical axis and the dependent variable on 
the horizontal axis (just opposite of the procedure ordinarily used in mathematics), a 
steeply sloping curve corresponds to a low elasticity and a gently sloping curve to a high 

elasticity. 



Chapter 

9 

INVESTMENT II: 

THE DYNAMICS 

OF INVESTMENT 

According to the analysis developed in Chapter 8, if the 

interest rate is given, the rate of investment spending will be determined at 

the point on the MEI schedule corresponding to that interest rate. For 

example, if the MEI schedule is that depicted in Figure 8-2 and the interest 

rate is 5 percent, investment expenditures will be $55 billion. The next 

question is: What are the factors that determine the position of the MEI 

schedule, and what causes it to change position from time to time? 

RELATION BETWEEN INVESTMENT AND THE STOCK OF CAPITAL 

Due to the operation of the law of diminishing returns, if the size and 

training of the labor force, the available technology, and the supply of 

natural resources are given, the expected incremental returns to additional 

units of capital will decline as the size of the stock increases. That is, there 

will be a marginal productivity of capital schedule such as the curve MFC in 

Figure 9-1, which relates the expected marginal return on capital to the 

stock of capital in existence. In a competitive economy, capital accumulation 

FIGURE 9-1 

The Marginal Productivity of Capital 
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will tend to be carried to the point at which the expected marginal produc¬ 

tivity of capital is equal to the rate of interest—that is, to the point at which 

the expected returns from the last dollar of capital accumulated are equal to 

the cost of funds for investment. Thus, in Figure 9-1, if the rate of interest is 

4 percent, the equilibrium stock of capital is $300 billion. Once this much 

capital has been accumulated, there will be no further growth of the capital 

stock unless the rate of interest falls below 4 percent or unless some 

development occurs which causes the marginal productivity of capital sched¬ 

ule to shift to the right. When $300 billion of capital has been accumulated, 

there will be just enough production of capital equipment to make good 

depreciation, but there will be no net investment. 

The marginal productivity of capital should be distinguished from the 

marginal efficiency of investment. Capital is a stock of productive facilities 

existing at a particular time, while investment is that portion of the current 

flow of output which is devoted to the creation of additional productive 

facilities—thus, net investment is the change in the stock of capital during a 

specified period of time. 

As an illustration of the difference between the two concepts, consider the 

situation depicted in Figure 9-1. Suppose that at the beginning of a certain 

year the stock of capital in existence is $200 billion so that we are at point P 

on the MPC curve. The interest rate is 4 percent, the corresponding equilib¬ 

rium stock of capital being $300 billion corresponding to point S on the 

curve. Thus, there is an investment potential of $100 billion. However, 

when businessmen set out to take advantage of these investment opportuni¬ 

ties, the heavy demand for capital goods presses on the limited productive 

capacity of the capital goods industries and drives up the prices of such 

goods. As indicated earlier, the marginal efficiency of investment is obtained 

by solving for i in Equation 1 in Chapter 8, which is repeated here for 

convenience. 

c_ Ei I Ei , ^ I I 

1 + i (1 + ij (1 + iy (1 + 0n 

As the rise in capital goods prices increases the values of C for various 

investments, the corresponding values of i (the marginal efficiency of 

investment) are reduced, since with given expected returns (the E’s), a rise 

in C requires a fall in i if the above equation is to continue to be satisfied. As 

a result, the marginal efficiency of investment schedule, instead of coinciding 

with the MPC curve between point P and point S, declines more rapidly 

than MPC, following a path such as the dashed curve MEI 

The rate of investment for the first year is determined by the intersection 

1J. M. Keynes, in The General Theory of Employment, Interest, and Capital (New 
York: Harcourt, Brace & Co., 1936), used the term "marginal efficiency of capital” to 
refer to the expected rate of return on new investment. We have changed the name of 
this concept to "marginal efficiency of investment” in order to avoid confusing it with the 
"marginal productivity of capital.” 
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of the horizontal line at 4 percent interest and the curve' MElx. Thus, net 

investment is $30 billion, and when this capacity is installed, the stock of 

capital is $230 billion, corresponding to point Q on the MPC curve. 

Accordingly the marginal efficiency of investment schedule for the second 

year is the curve MEI2, which starts from point Q and declines more rapidly 

than the MPC curve due to the tendency for capital goods prices to rise as 

the rate of production of capital goods increases. If the interest rate remains 

at 4 percent, net investment for the second year will be $25 billion (the 

distance VW), and the stock of capital at the end of the second year will be 

$255 billion, corresponding to the point R on the MPC curve.2 

The Dynamic Basis of Investment 

It is clear that as long as the MPC curve remains in its original position, 

the rate of net investment will gradually decline until the capital stock has 

been built up to $300 billion, corresponding to point S on the MPC curve. 

Once this point has been reached, there will be no further net investment 

unless (1) the rate of interest is reduced below 4 percent, or (2) something 

happens to shift the MPC curve to the right. A continuing strong demand 

for capital which will sustain a substantial rate of net investment is depend¬ 

ent upon the existence of dynamic forces which keep the MPC curve shifting 

more or less continuously to the right. In the absence of such dynamic forces, 

net investment would eventually fall to zero. For a time it might be possible 

to stimulate investment by lowering the rate of interest, but there are likely 

to be limits to the possibility of encouraging investment in this way. 

THE ACCELERATION PRINCIPLE 

In terms of the analysis just presented, the determinants of investment 

may be classified into factors determining the stock of capital desired by 

businessmen and the speed with which they proceed to achieve that desired 

stock. Many writers have put considerable emphasis on the so-called "accel¬ 

eration principle” as an explanation of investment behavior in this context.3 

2 The prices of capital goods assumed to prevail at successive points (such as P, Q, R, 

and S) on the MPC curve are those which would prevail when net investment was zero 
and the capital goods industries were producing at a rate just sufficient to make up for 
depreciation, thus keeping the capital stock constant at the specified level. The breakdown 
of the process of capital expansion into "years” is an oversimplification; both investment 
and growth of the capital stock are in fact continuous processes. 

3 An early exposition of the acceleration principle, which is still valuable, is to be found 
in J. M. Clark, "Business Acceleration and the Law of Demand: A Technical Factor in 
Economic Cycles,” Journal of Political Economy, Vol. XXV, March 1917, pp. 217—35, 
reprinted with an additional note by the author in G. Haberler (ed.). Readings in Busi¬ 

ness Cycle Theory (Philadelphia: Blakiston Co., 1944), pp. 235-60. Excellent systematic 
discussions of the acceleration principle are to be found in Gottfried Haberler, Prosperity 

and Depression (3d ed.; Geneva: League of Nations, 1941), pp. 85-105; and R. A. Gor¬ 
don, Business Pluctuations (New York: Harper & Bros., 1952), chap. 5. 
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Application to a Single Firm 

Perhaps the best way to explain the acceleration theory of investment is 

to take a somewhat oversimplified hypothetical example. Suppose that in 

shoe manufacturing, technological or engineering requirements make it 

necessary to have $2 of capital invested in equipment for each dollar’s worth 

of shoes produced and sold.4 Suppose further that equipment has a uniform 

life of 20 years, that the particular shoe manufacturing firm we are consider¬ 

ing is initially selling $100 million worth of shoes a year and has $200 

million of capital invested, and that the age distribution of this capital is 

such that 1/20 or $10 million will wear out each year for the next 20 years. 

The example is presented in Table 9—1. In this example, it is assumed 

TABLE 9-1 

Hypothetical Illustration of the Acceleration Principle in the Shoe Industry 
(millions of dollars) 

Year Sales 

Desired 

Stock of 

Capital 

Actual 

Stock of 

Capital 

Replace¬ 

ment In¬ 

vestment 

Net In¬ 

vestment 

Gross In¬ 

vestment 

1961. .100 200 200 10 10 
1962. .110 220 220 10 20 30 
1963. .125 250 250 10 30 40 
1964. .135 270 270 10 20 30 
1965. .140 280 280 10 10 20 
1966. .140 280 280 10 10 
1967. .135 270 270 
1968. .125 250 260 
1969. .115 230 250 
1970. .100 200 240 
1971. .95 190 230 
1972. .95 190 220 
1973. .100 200 210 
1974. .115 230 230 10 20 30 

that the behavior of sales is given; that is, the table does not explain the 

behavior of sales but rather explains the behavior of investment given the 

behavior of sales. In the initial year 1961, sales are $100 million and the 

stock of capital is $200 million. Thus, the stock of equipment is just 

sufficient to produce the output needed to satisfy the demand; accordingly 

the firm purchases $10 million of equipment to make up for depreciation, 

but does not add to its stock of equipment. Thus, replacement investment is 

$10 million, net investment is zero, and gross investment is $10 million. 

4 Throughout this example we assume that all prices are constant, so that dollar values 
can be thought to coincide with real values. That is, the relationship between output and 
investment capital is a physical one, but for the sake of convenience we express it in dollars. 

X 
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The first point to notice in this example is that changes in the demand for 

shoes have a magnified effect on the demand for equipment to produce 

shoes. Thus, in 1962, it is assumed that sales of shoes rise to $110 million. In 

order to produce this amount of shoes it is necessary to have $220 million of 

equipment; accordingly, in addition to replacing the $10 million of machin¬ 

ery that wears out in that year, the firm purchases a further $20 million of 

equipment to build its stock of capital up to the required level. Thus, 

replacement investment is $10 million, net investment is $20 million, and 

gross investment is $30 million. Result: a 10 percent rise in sales of shoes 

from 1961 to 1962 produces a tripling—i.e., a 200 percent increase—of 

gross investment in equipment. It may be noted that the extent of magnifi¬ 

cation is greater the longer is the life of the equipment.5 

The next point to notice is that investment in equipment depends on the 

absolute rate of change of sales of the final product. In 1963, sales rise by 

$15 million compared with the rise of $10 million in 1962, and investment 

in equipment rises to $40 million. In 1964, sales continue to increase but the 

absolute rate of increase declines from $15 million to $10 million, and this 

is enough to cause a decline in gross investment from $40 to $30 million. 

That is, a mere reduction in the absolute rate of increase of sales causes a 

decline in investment. The rate of increase of sales falls further, to $5 

million in 1965, and investment drops again to $20 million. And in 1966, 

sales level off at $140 million, and this causes net investment to drop to 

zero, so that gross investment includes only the $10 million of replacement 

investment. 

Since, under the acceleration principle investment drops as soon as the 

rate of increase of sales slows down, turning points in investment precede 

turning points in sales. That is, in our example investment reaches a peak of 

$40 million in 1963, whereas sales do not reach their peak of $140 million 

until two years later, in 1965. 

Table 9-1 also brings out the fact that the effects of the acceleration 

principle are not symmetrical as between periods of rising final demand and 

periods of falling final demand. Beginning with 1966, there is a period of 

declining sales lasting until 1971. The adjustment of the stock of equipment 

to the declining rate of production is impeded, however, by the fact that the 

stock of equipment cannot decline faster than machines wear out. For 

example, between 1967 and 1968, sales drop by $10 million, but the stock 

of machines declines by only $10 million as a result of failure to replace 

units that wear out. Thus, the desired stock of equipment is only $250 

million in 1968, while the actual stock of equipment is $260 million. This 

situation continues for several years, so that by 1971, there is "excess 

5 In our example, if everything were the same as in Table 9-1 except that the life of 
the equipment was reduced to 10 years, replacement demand would be $20 million per 
year and gross investment would increase from $20 million in 1961 to $40 million in 
1962, a rise of 100 percent compared with the 200 percent rise shown in the table. 
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capacity” amounting to $40 million of capital equipment—that is, the 

desired stock of equipment is only $190 million, while the actual stock is 

$230 million. Consequently, even though sales level off at $95 million in 

1972 and rise to $100 million in 1973, there is no investment at all in these 

years. Finally, in 1974, as a result of a sharp rise in sales to $115 million, 

together with the continued wearing out of existing equipment, there is a 

reappearance of investment demand amounting to $30 million in that year. 

An Aggregative Accelerator Multiplier Model 

A number of economists have constructed aggregative economic models 

built around the acceleration principle.6 In the above example, the principle 

was applied to a single firm. To illustrate its application to the entire 

economy, consider a model with an output lag in which businessmen 

produce in period t an amount equal to their sales in period t — 1. Suppose 

further that they desire to have a dollars of capital for each dollar of sales 

made in the previous period and that they always engage in an amount of 

investment sufficient to achieve this objective. That is, 

Kt = <zSaleSi_i = aYt (1) 

where K is the stock of capital and Y is gross national product.7 The same 

relation holds for the previous period; thus 

Kt-1 = ^Sales<_2 = aYt-1 (2) 

Subtracting Equation 2 from Equation 1, we have 

Kt - Kt_! = aYt - aYt-x 

Since investment is equal to the change in the stock of capital—that is, 

It — Kt — Kt_x, we have 

I, = a(Y, - y,_0 

Adding a consumption function and employing an output lag which makes 

the current period’s output equal to the previous period’s sales, we have the 

following model: 

Ct = cYt (3) 
It = a(Yt - Yt-0 (4) 

Yt = Ct—i + It-i + At-1 (5) 

6 See P. A. Samuelson, "Interactions between the Multiplier Analysis and the Principle 
of Acceleration,” Review of Economic Statistics, Yol. XXI, May 1939, pp. 75—78, re¬ 
printed in Haberler, op. cit., pp. 261-69; also J. R. Hicks, A Contribution to the Theory 

of the Trade Cycle (3d ed.; Oxford, England: Clarendon Press, 1956). 

7 We assume, for present purposes, that capital goods have an infinitely long life, so 
there is no depreciation and no replacement. Thus, gross investment equals net investment 
and GNP equals net national product. 
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where C is induced consumption expenditures and A is autonomous expendi¬ 

ture (which might be investment expenditure not governed by the accelera¬ 

tion principle, an element of consumption independent of the level of 

income, or government purchases of goods and services). The constant a 

may be called the acceleration coefficient and the constant c is the marginal 

(and average) propensity to consume. 

TABLE 9-2 

Hypothetical Illustration of Accelerator Multiplier Model 

Y C A I S 

Gross Na- Induced 

tional Product Induced Investment 

(Ct-i -f- Consumption Autonomous (Yt — Saving 

Period It~\ + At-1) (0.5Yt) Expenditure Yt-1) (Yt — Ct) 

0.400.0 200.0 200.0 ... 200.0 
1.400.0 200.0 210.0 ... 200.0 
2 .410.0 205-0 210.0 10.0 205.0 
3 .425.0 212.5 210.0 15.0 212.5 
4.. .i...437.5 218.8 210.0 12.5 218.8 
5 . 441.3 220.7 210.0 3.8 220.7 
6 .434.4 217.2 210.0 -6.8 217.2 
7 .420.4 210.2 210.0 —14.0 210.2 
8 . 406.2 203.1 210.0 -14.2 203.1 
9 .398.9 199.4 210.0 -7.3 199.4 

10 ....402.1 201.1 210.0 3.3 201.1 
11 .414.3 207.2 210.0 12.2 207.2 

New equilibrium.420 210.0 210.0 ... 210.0 

_ Note: Details may not add to totals due to rounding. 

In the numerical illustration shown in Table 9-2, the consumption and 

induced investment equations are as follows: 

Ct = 0.51% 
It = Yt — Yt-x 

Thus, the marginal propensity to consume (c) is 50 percent and the 

acceleration coefficient (a) is unity. We assume that autonomous expendi¬ 

ture is initially $200 billion and that income is at the equilibrium level of 

$400 billion, corresponding to that level of autonomous expenditures. The 

student can demonstrate for himself that if income is $400 billion, consump¬ 

tion will be $200 billion, which, together with $200 billion of autonomous 

expenditure, provides just enough aggregate demand to absorb the $400 

billion of output. If income remains constant at this level, there will, of 

course, be no induced investment, since induced investment depends upon 

the change of income. This is the situation in period zero as shown in Table 

9-2. 

In period one it is assumed that autonomous expenditure (A) rises to 
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$210 billion, thus disturbing the existing equilibrium, and that autonomous 

expenditure remains at this higher level for an indefinite time. The succes¬ 

sive entries in Table 9-2 show how income and the other variables will 

behave under these conditions. In period two income rises to $410 billion 

due to the initial impact of the rise in autonomous expenditure. This rise in 

income causes a rise of $5 billion in consumption in period two, since the 

marginal propensity to consume is 50 percent. Moreover the rise in income 

from $400 billion to $410 billion between periods one and two causes an 

additional $10 billion of induced investment in period two due to the 

operation of the acceleration principle. Thus, total sales of consumer goods 

and of investment goods rise to $425 billion in period two, thereby generat¬ 

ing $425 billion of income in period three. 

In this example, the existence of change-induced investment based on the 

acceleration principle introduces a self-generating cyclical fluctuation into 

the economy. Income continues to rise until it reaches $441.3 billion in 

period five, then declines until it reaches $398.8 billion in period nine, after 

which it turns up again. The cyclical fluctuation is the result of an interac¬ 

tion between induced consumption governed by the marginal propensity to 

consume and induced investment governed by the acceleration principle. 

The consumption function is a stabilizing factor, since the 50 percent 

marginal propensity to consume tends to slow down the changes in income. 

When such a slowdown takes place, it causes an absolute change in invest¬ 

ment which is governed by the acceleration principle. For example, between 

periods two and three income rises by $15 billion, causing an equal amount 

of induced investment in period three. However, as a result of the fact that 

only half of the addition to income is spent on consumption, the rise in 

income is reduced to $12.5 billion between periods three and four, causing 

induced investment to drop to $12.5 billion in period four. Thus, the 

accelerator is thrown into reverse, and after one more period (in period 

five) the rise in income is brought to a stop and a decline sets in. However, 

after a few periods the interaction of the multiplier and accelerator checks 

the decline and causes income to rise again.8 

In this case, the static multiplier is equal to the reciprocal of the marginal 

propensity to save, just as in the case of the simple multiplier analysis 

discussed in Chapters 6 and 7. That is, in this particular example the 

multiplier is 2, so that the rise in autonomous expenditure from $200 billion 

to $210 billion raises the equilibrium level of income by $20 billion from 

8 In this example, no effort has been made to allow for the fact, referred to earlier and 
incorporated in the shoe industry example of Table 9—1, that induced investment cannot 
become negative in an amount greater than the rate at which equipment wears out— 
which, strictly speaking, in this example, would prevent any negative values of investment 
at all, since capital is assumed to have an infinitely long life. This refinement can be taken 
into account, as is done by Hicks, op. cit. 
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$400 billion to $420 billion. When income is $420 billion, consumption 

will be $210 billion (0.5 X 420), which, together with autonomous ex¬ 

penditure of $210 billion, produces aggregate demand of $420 billion, just 

sufficient to absorb the output being produced. As long as output remains at 

this level, there will, of course, be no induced investment. 

However, the model illustrated in this example is unstable. When equi- 

FIGURE 9-2 

Alternative Time Paths of Income for Accelerator Multiplier Model 

TIME 

librium is disturbed by a rise in autonomous expenditure, as in our example, 

income begins to oscillate. In this particular case the oscillations are not 

damped, but will continue indefinitely with a constant amplitude unless a 

further shock impinges on the economy. Actually, this is only one of several 

possible patterns that may characterize the behavior of income in an acceler¬ 

ator multiplier model. The patterns of movement that might occur depend 

upon the magnitudes of the marginal propensity to consume (c) and the 

acceleration coefficient (a) and are illustrated in Figure 9-2. In addition to 

a constant amplitude fluctuation (Curve A), the other possibilities are (1) 

a steady approach toward the new equilibrium (Curve B); (2) damped 
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oscillations (Curve C); (3) explosive oscillations (Curve D); and (4) 

steady and explosive geometric growth (Curve E).9 

THE STOCK ADJUSTMENT MODEL 

The accelerator multiplier model presented above has a number of 

shortcomings. Two of the more serious ones are the unrealistic assumption 

that any gap between the amount of capital desired by business and the 

amount actually in existence is always filled within a single period, and the 

failure to deal with depreciation and replacement. It is possible, however, to 

develop without great difficulty a more flexible version of the accelerator 

theory to get around these problems, at least to some extent. 

If I is gross investment and D is depreciation, net investment will be 

equal to I — D. Since net investment in period t is, by definition, equal to 

the change in the stock of capital (K) between the end of period t — 1 and 

the end of period t, we have 

lt-Dt = Kt-Kt^ (6) 

Let us suppose—as is quite reasonable, at least as an approximation—that 

depreciation in period t is a constant proportion, p (the depreciation rate), 

of the capital stock in existence at the end of the previous period. That is 

D, = pK,-! (7) 

We shall distinguish between the actual capital stock (K) and stock de¬ 

sired by businessmen (Kd). Let us suppose that the desired capital stock 

in period t is proportional to the volume of sales in the previous period. The 

factor of proportionality is a, which is closely analogous to the acceleration 

coefficient employed in the simpler model developed above. That is, K* = 

^Salest_!. If production is adjusted to sales with a lag of one period, then 

Yt — Sales*_!. Thus, we have 

_ Kd = aYt (8) 

9 By shifting Equations 3 and 4 back one period and substituting for Ct_r and in 
Equation 5, the following autoregressive equation in income can easily be derived (treat¬ 
ing A as a constant) : 

Yt= (c -f a-)Yt-i - oYt^ + A 

Given a value for A and values of Y for two initial periods, this equation can be used to 
trace out an unending sequence of values of Y through time. A difference equation such 
as this can be solved by analytical methods to obtain Y as a function of time, the parame¬ 
ters of the equation (c and a in this case), and certain initial conditions. This solution 
can then be analyzed to show how the time path of movement of Y is related to the values 
of the parameters. On difference equations and their solution, see W. J. Baumol, Economic 

Dynamics: An Introduction (2d ed.; New York: Macmillan Co., 1959), chaps. 9-11. For 
a more extenseive discussion of the possible patterns of behavior of the accelerator multi¬ 
plier model used above, see A. J. Vandermeulen and D. C. Vandermeulen, National In¬ 

come: Analysis by Sector Accounts (Englewood Cliffs, N.J.: Prentice-Hall, Inc., 1956), 
pp. 297-302. 
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Finally, let us suppose that businessmen’s investment decisions are designed 

to achieve the desired stock of capital but that they do not attempt to close 

the entire gap between actual and desired capital in a single period. Instead a 

certain proportion, s, of the gap is closed each period. That is, our theory of 

net investment is incorporated in the following equation 

r, - D, = <K,« - K,-0 (9) 
For example, if the actual capital stock at the end of period t — 1 was 100, 

if the desired capital stock in period t (which, by Equation 8, depends on the 

sales of period t — 1 or the output of period t) is 110, and if s is 50 percent, 

investment in period t will be 5 (0.50[110 — 100] = 5). The parameter s 

is often called the "speed of adjustment coefficient,” since the greater its 

value, the more rapidly the gap between the desired capital stock and the 

actual capital stock is closed. 

Since the left-hand sides of Equations 6 and 9 are the same, we can set the 

right-hand sides of the two equations equal to each other. This gives us 

Kt - Kt-L = s(Ktd - Kt~i) (10) 

Substituting the value of Kd from Equation 8 into Equation 10 and simpli¬ 

fying, we have 

Kt = soYt + (1 - /)Kt_i (11) 

If the value of s (the speed of adjustment coefficient) is one, it is apparent 

from Equation 10 that the entire gap between actual and desired capital is 

closed by net investment each period. Substituting s = 1 into Equation 11, 

-we obtain 

Kt = aYt 

The reader will note that this is the same as Equation 1 of the accelerator 

multiplier model developed above. Thus, the stock adjustment theory of net 

investment reduces to the simple accelerator theory in the special case in 

which s — 1. 

Substituting pKt_x for Dt (by Equation 7) in Equation 9 and rearrang¬ 

ing terms, we obtain the following equation explaining gross investment: 

h = s(Ktd - Kt-0 + pK,_! (12) 

We shall now develop a rather simple macroeconomic model incorporat¬ 

ing this stock adjustment theory of investment. Let us suppose that personal 

consumption expenditures (C) are a constant proportion of disposable per¬ 

sonal income (Yd) with no lag. That is, 

Ct = cYtd (13) 

In this model, the only item that must be deducted from GNP to obtain 

diposable personal income is capital consumption allowances (deprecia¬ 

tion). Thus: 
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Ytd = Yt - Dt 

Substituting pKt_x for Dt (by Equation 7), this becomes 

Ytd =Yt- pKt-i 

and upon substitution into Equation 13, we have 

Ct = cY t — cpKt—i (14) 

Also, substituting pKt_x for Dt in Equation 6 and rearranging terms, we 

obtain 

Kt = Kt—i + It — pKt—i (15) 

We are assuming an output lag, which gives us an equation setting 

output in period £ equal to sales in period t — 1. That is, 

Yt = Ct—i + It—i ~h At—i (16) 

where A is autonomous noninvestment expenditure, which might include 

government purchases of goods and services or an element of consumption 

expenditures that is independent of income.10 

It will be useful at this point to collect together the equations that form 

the model. They are 

Ktd = aYt (8) 
It = s(Ktd - Kt -i) + pKt-i (12) 

ct = cY t — cpKt. -i (14) 

Kt = Kt~i + It - - pKt-i (15) 
Yt = Ct~ i + It-1 -f* At-1 (16) 

We leave it as an exercise for the student to show that, if the actual capital 

stock is fully adjusted to the desired capital stock each period and if there is 

no depreciation (that is, if j = 1 and p — 0), this model reduces to the 

simple accelerator multiplier model given by Equations 3, 4, and 5. 

We shall assume that autnomous expenditure, A, takes on a constant 

value that does not change from period to period. For any specified value of 

A, there are equilibrium values of Y and K, which can be derived in the 

following way. First, substituting from Equation 8 into Equation 12, and 

then from Equations 12 and 14 into Equation 16, we obtain 

Yt = cYt-1 - cpKt-2 + sQaYt-i - Kt-0 + pKt-2 + A (17) 

Next, substituting from Equation 8 into Equation 12 and then substituting 

from Equation 12 into Equation 15 yields 

10 In this case, complications arise if there are autonomous investment expenditures 
that are not governed by the stock adjustment mechanism, because these expenditures add 
to the stock of capital, thereby affecting depreciation and replacement requirements. These 
complications can be handled, but they make the analysis considerably more complex. 
Hence, we assume that all investment is induced by the stock adjustment mechanism. 
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Xt — Kt—i -f- s(oYt — Kt—i) (18) 

Now, when the economy is in equilibrium, income and the stock of capital 

will remain constant from period to period. If we let Y represent equilibrium 

income and X represent the equilibrium capital stock, we can assume that 

Y —Yt — Yt-i and K — Kt = Kt_± = Kt_2- Substituting Y and X 

throughout Equations 17 and 18 in accordance with this assumption, we 

obtain 

Y = cY - cpK + s(aY -K) + pK+A (19) 

X = X + s(aY - X) (20) 

From Equation 20, we have 

X = aY (21) 

which merely says that in equilibrium the actual capital stock bears the 

desired relation (given by Equation 8) to income. Substituting this into 

Equation 19, we have 

Y = cY — cpaY + s(aY - aY) + paY + A 

Solving this equation for Y, we obtain 

Y = 
_1_ 
1 — c(l — ap) — ap 

A 

Since, by Equation 21, X = aY, we also have 

(22) 

1 — <1 — ap) — ap 

Equations 22 and 23 give the equilibrium values of Y and X for specified 

values of autonomous expenditure, A, and of the parameters of the model, c, 

p, and a. The student will note that the speed of adjustment coefficient, s, 

does not affect the equilibrium solutions for Y and A, although as we shall 

see, it does affect the dynamic process of getting from one equilibrium 

position to another. 

Translating Equation 22 into terms of differences in Y and A, we obtain 

the static multiplier applicable to a change in autonomous expenditure, 

AY _1_ 

A A 1 — c( 1 — ap) — ap 
(24) 

It is necessary to explain the appearance of the term ap twice in the 

denominator of this multiplier. When income is in equilibrium, the stock of 

capital will remain constant and will be equal to aY. Depreciation will 

therefore be apY, net investment will be zero, and gross investment will be 

apY, just sufficient to make up for depreciation and hold the capital stock 

constant. Depreciation of apY must be deducted from Y to obtain disposable 
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personal income; thus the marginal propensity to consume out of GNP is 

c (1 — ap). In addition, for any rise in equilibrium income, AY, there will 

be an increase in the equilibrium capital stock of a&Y, and this will require 

an increase of ap&Y in replacement investment each period to offset depre¬ 

ciation on the additional capital. The additional induced investment will 

make the static multiplier larger, just as does induced consumption, and this 

accounts for the last term, —ap, in the denominator of the multiplier. 

In order to understand the stock adjustment model and see how it differs 

from the simpler accelerator multiplier model, it will be helpful to consider 

a numerical example. To make the example as similar as possible to that for 

the accelerator-multiplier model as shown in Table 9-2, we will assume that 

the marginal propensity to consume out of disposable personal income (c) 

is 50 percent; the desired capital-output ratio (a), which is analogous to the 

acceleration coefficient in the multiplier accelerator model, is unity; and 

autonomous expenditures (A) are $200 billion. These are the same values 

that were used in the earlier example. In addition, we will assume that 25 

percent of any gap between the desired and the actual capital stock is filled 

in each period, so that the speed of adjustment coefficient (s) is 25 percent; 

and that the life of capital goods is 50 periods, giving a depreciation rate 

(p) of 2 percent. To sum up, we assume the following values: A — $200 

billion, c = 0.5, a — 1, s — 0.25, and p = 0.02. 

Substituting these values into Equation 22 to obtain the equilibrium value 

of Y, we have11 

Y = 1 - 0.5(1 - (1)(0.02)) - (1)(0.02) <"20°"> 
Y = $408.2 billion 

Since a is unity, the desired capital stock (Kd) is also $408.2 billion and 

since the system is in equilibrium the actual capital stock (K) is the same as 

the desired capital stock. Depreciation at a rate of 2 percent on this capital 

is $8.2 billion; deduction of this amount from GNP of $408.2 billion leaves 

disposable personal income of $400 billion. Consumption is 50 percent of 

disposable personal income, or $200 billion. Gross investment expenditures 

amount to $8.2 billion, enough to offset depreciation and hold the capital 

stock constant. These amounts are entered in the first ("initial equilibrium”) 

column of Table 9-3. 

In the next period (period one in Table 9-3) GNP is equal to the sum 

of expenditures—consumption ($200 billion), gross investment ($8.2 bil¬ 

lion), and autonomous expenditure. ($200 billion)—in the initial equilib¬ 

rium period; that is, it is $408.2 billion, the same as in initial equilibrium. 

Therefore, all the other entries for period one are the same as in initial 

11 In all of the calculations both in the text and in Table 9-3, the calculated values 
have been rounded off to the nearest 10th of a billion dollars. 
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equilibrium, except autonomous expenditure, which is assumed to rise by 

$10 billion to a new level of $210 billion starting in this period. This raises 

GNP to $418.2 billion in period two, also raising the desired capital stock to 

$418.2 billion. Depreciation on the actual capital stock of period one is $8.2 

billion. Deducting this amount from the $418.2 billion of GNP of period 

two leaves disposable personal income of $410 billion. Consumption is 50 

percent of this amount, or $205 billion. Investment in period two is $10.7 

billion; this includes $8.2 billion for replacement and net investment of 

$2.5 billion, which represents 25 percent of the difference between the 

desired capital stock in period two ($418.2 billion) and the actual capital 

stock of period one ($408.2 billion). It is suggested that the student work 

out for himself the entries in Table 9-3 for a few more periods in order to 

strengthen his understanding of the model. 

The static multiplier is given by Equation 24. Substituting the assumed 

values of c, a, and p, we have 

AY 1 _ 

AA “ 1 — 0.5(1 - (1X0.02)) - (1)(0.02)_ 04 

Thus, the increase of $10 billion raises equilibrium income by $20.4 billion 

to a level of $428.6 billion. The new equilibrium position of the economy is 

shown in the last column of Table 9-3- 

As Table 9-3 shows, the increase of $10 billion in autonomous expendi¬ 

ture starts a cyclical movement in economic activity. GNP reaches a peak of 

$434.7 billion in period six and then begins to decline.12 If the calculations 

were carried out for a larger number of periods, they would show that the 

decline will eventually end and GNP will turn up again. The pattern is 

different, however, from that shown in Table 9-2 for the accelerator 

multiplier example. In that case, the oscillations continued indefinitely with 

a constant amplitude, following a path similar to Curve A in Figure 9-2. 

Thus, that model is unstable in the sense that GNP fluctuates indefinitely 

around its equilibrium value without approaching it. In the stock adjustment 

example of Table 9-3, however, the amplitude of the oscillations gets 

smaller as time passes and GNP moves more and more closely to its 

equilibrium value in the course of its fluctuations, following a damped path 

such as Curve C in Figure 9-2. In other words, this model is stable in the 

sense that GNP approaches its equilibrium value in the course of time.13 

12 Table 9-3 shows GNP of $434.7 billion in both period six and period seven. If the 
calculations were carried to a further decimal place, however, they would show that GNP 
in period seven is slightly below that in period six. 

13 The stock-adjustment model can be analyzed in the same way as the accelerator mul¬ 
tiplier model as explained briefly in footnote 9, although the analysis is somewhat more 
complicated because the stock adjustment model contains more parameters. The difference 
equation in income for the stock adjustment model embodied in equations 8, 12, 14, 15 
and 16 is as follows: 
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Another indication of the greater stability of the stock adjustment model lies 
in a comparison of the amplitude of movement of GNP during the first few 
periods. In Table 9-2, an increase of $10 billion in autonomous expenditure 
causes GNP to Move up from its initial value of $400 billion in period one 
to a peak of $441.3 billion in period five; thus the multiplier for the period 
froM the starting point to the initial peak is 4.13 (41.3 4-10). In Table 
9-3, on the other hand, a $10 billion increase in autonomous expenditure 
causes GNP to rise from $408.2 billion in period one to a peak of $434.7 
billion in period six, for a multiplier of 2.65 (26.5 -4-10). 

In models of this kind, the accelerator or stock adjustment mechanism is a 
destabilizing influence, while the fact that consumption increases by only a 
fraction (in these cases, one half) of income is a stabilizing influence. In the 
accelerator multiplier example of Table 9-2, these forces are in exact 
balance, So that fluctuations of constant amplitude are set in motion by a 
disturbance such as a change in autonomous expenditure. In the stock 
adjustment example of Table 9-3, the stabilizing influence of fractional 
consumption is dominant, with the result that the fluctuations are damped. 
Since the desired capital-output ratio is unity in both examples, it is apparent 
that the damping in the stock adjustment case is due to the fact that only a 
fraction (in this case, one fourth) of any gap between actual and desired 
capital is filled in each period. 

CONCLUSION CONCERNING THE ACCELERATION PRINCIPLE 

In its simplest form the acceleration principle is based on the naive 
assumption that a certain amount of capital is technologically required to 
produce a unit of output. This is not a tenable assumption, however, since it 
is possible to expand output from a given plant substantially, at least in the 
short run, by such devices as overtime work, multiple shift operations, the 
use of obsolete equipment, and so on. In any case, such a rigid technological 
explanation can scarcely be used to support the Stock adjustment version of 
the acceleration principle, since under this version the stock of capital is only 
partially adjusted to the level of sales in a single period. 

A more tenable but much less rigid basis for a somewhat modified form 
of the acceleration principle is that businessmen regard the current level of 
sales as an indicator of future demand for their product and make their 
investment decisions with a view to having the optimum stock of capital 
available at the time when that demand materializes. The optimum stock of 

Y, = (1 - s(1 - a) + cjYt-x - «1 - i) + sa( 1 - p(l - c)))*V2 + sA 

(There is a similar difference equation for the capital stock, K, which can be derived with¬ 
out great difficulty and used to derive the above equation for income.) It may be noted 
that if s — 1 and p — 0, this reduces to the difference equation for the accelerator multi¬ 
plier model given in footnote 9. 
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capital for any level of demand is the stock that would be expected to 

maximize the profits derived from meeting that demand. Since alternative 

methods of production are often available which use different quantities of 

capital relative to labor inputs, the optimum stock of capital for a given 

level of product demand will depend on the relative prices of the factors of 

production and on the rate of interest. For example, if the price of capital 

goods is low relative to the wages of labor, it will be profitable to adopt 

capital-intensive methods of production which enable the producer to use 

less labor or to substitute low-wage unskilled machine operators for high- 

wage skilled workers. Similarly, a low rate of interest will encourage the 

producer to use more capital in meeting a given level of demand. 

If, for simplicity, we treat factor prices as given and unchanging, the 

quantity of capital desired to meet any level of demand for the product will 

depend inversely on the rate of interest. Thus, if the current level of income 

(equal to the previous period’s volume of sales) is an index of future 

product demand to which producers attempt to adjust the stock of capital by 

investment activity, and if the amount of capital that is optimal for any level 

of demand depends on the rate of interest, we may regard the acceleration 

principle as operating in a somewhat muted way to shift the marginal 

efficiency of investment schedule back and forth in response to changes in 

current production and income. The operation of the acceleration principle 

is muted partly by the fact that only a portion of the gap between the actual 

and desired stock of capital is filled in a single period, according to some 

approximation to the stock-adjustment mechanism explained above. In addi¬ 

tion, the relation is rendered somewhat inexact because businessmen surely 

do not regard every random aberration of their sales as an indication of a 

permanent change in future demand that requires an ad justment in the stock 

of capital. 

Thus, the acceleration principle quite clearly plays a role in determining 

investment expenditures and contributes an element of inherent self-gener¬ 

ating cyclical instability to economic activity, although it does not operate in 

any such mechanical way as the models developed above might suggest, 

instructive as these models are of the fundamental idea. It should be pointed 

out that the acceleration principle can also be applied to the demand for 

consumer durable goods. If, for example, the quantity of services of automo¬ 

biles that consumers desire depends on the level of income, and if there is an 

optimum stock of automobiles needed to provide these services, the stock of 

automobiles will depend on the level of income, and net purchases of 

automobiles (the change in the stock) will depend on the change in income. 

There can be little doubt that it would be preferable to treat the demand for 

consumer durable goods in this way rather than simply to regard current 

purchases of these goods as a part of consumption that is primarily deter¬ 

mined by income, as was done in Chapter 5 of this book, although the latter 

approach yields reasonably satisfactory results. 
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AUTONOMOUS FORCES AFFECTING INVESTMENT 

Although the acceleration principle certainly plays an important role in 

determining investment, it would surely be a mistake to regard it as the only 

force at work. There are dynamic forces, classified below under the headings 

of population growth and technological progress, which are largely inde¬ 

pendent of current income, which exert important effects on the demand for 

capital and therefore on investment. 

Population Growth 

One dynamic factor which tends to shift the marginal productivity of 

capital curve to the right, thus sustaining the demand for capital goods, is 

the prospective growth of population. An increase in the expected future 

population will tend to increase the demand for capital (a) by increasing 

expected future levels of demand for consumer goods, and (b) by increasing 

the expected future labor force to provide more labor to work with any 

given amount of capital, thereby increasing its productivity. 

Technological Progress 

Technological advances, such as the development of new products or 

methods of production, generally help to sustain the demand for capital and 

to shift the MPC curve to the right. This is because the implementation of 

most technical changes involves the construction of new plants or the 

installation of new equipment. Particularly important in sustaining invest¬ 

ment is the growth and development of new major industries. Thus, the 

spread of a railroad network across the United States was a major source of 

the demand for capital in the last half of the 19th century, the growth of the 

automobile industry was a major factor after the first World War, and the 

developments in electronics, including radio and television, have been espe¬ 

cially important in more recent times. 

The Long-Run Adequacy of Investment Demand 

The above discussion suggests that a country which has a population 

which is growing rapidly and—more important—is expected to continue 

growing rapidly in the future, and in which the pace of technological 

development is rapid will have, on the average from year to year, a 

continuing heavy demand for new productive facilities. On the other hand, a 

country with a rather static population and a slow pace of technical develop¬ 

ment may find that investment demand is chronically rather weak. 

During the Great Depression of the 1930’s, the level of investment in the 
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United States was generally inadequate to provide outlets for the saving that 

would have occurred at a full-employment level of national income. It was 

this fact to which many economists attributed the deep and long-continued 

depression of that decade, which was not fully conquered until the early 

1940’s when the increase in government expenditures for armament asso¬ 

ciated with World War II produced the necessary stimulus. In fact, a school 

of thought developed among economists during the 1930’s which contended 

that the depressed level of economic conditions of that period was more than 

merely an ordinary cyclical depression. It was said that the persistent weak¬ 

ness in the economy was a product of the slowdown in the rate of popula¬ 

tion growth which had been occurring for some years and which was 

expected to continue in the years ahead, together with a reduced pace of 

technological advance resulting particularly from the failure of great new 

industries to make their appearance to replace the demand for capital that 

had been generated by the growth of the automobile industry to maturity 

during the 1920’s. This view, known as the stagnation thesis, attracted many 

adherents and led to the advocacy of a more active role on the part of the 

government in maintaining the level of aggregate demand through heavy 

public works expenditures and continuing deficit financing.14 

The views of the so-called "stagnationists” were hotly disputed by other 

economists,15 but before the issue was settled—if indeed it ever could have 

been settled—it was rendered academic by the surge of wartime military 

spending which not only restored the economy to full employment but went 

further and generated troublesome inflationary pressures. Undoubtedly the 

stagnationists underrated the ability of flexible prices and interest rates to 

facilitate adjustment of the economy to secular changes in the level of 

investment associated with population and technological changes. At the 

same time, it is quite conceivable that under some circumstances a continu¬ 

ing weakness in the demand for capital might create a chronic problem of 

achieving a sufficiently high level of aggregate demand to maintain full 

employment. On the other hand, it is also possible that under different 

circumstances, an excessively rapid rate of population growth and an unduly 

accelerated pace of technological advance might so stimulate the demand for 

14 Eor a clear statement of the "stagnationist” view, see A. H. Hansen, "Economic Prog¬ 
ress and Declining Population Growth,” American Economic Review, Vol. XXIX, March 
1939, reprinted with minor revision in Haberler, op. cit., pp. 366-84. See also Hansen’s 
Fiscal Policy and Business Cycles (New York: W. W. Norton & Co., Inc., 1941). For a 
postwar study, stressing different causal factors but coming to somewhat similar conclu¬ 
sions, see Joseph Steindl, Maturity and Stagnation in American Capitalism (Oxford, Eng¬ 
land: Basil Blackwell, 1952). 

15 See, for example, G. W. Terborgh, The Bogey of Economic Maturity (Chicago: 
Machinery and Allied Products Institute, 1945). The issues are further discussed in A. H. 
Hansen, “Some Notes on Terborgh’s The Bogey of Economic Maturity’ ” and D. M. 
Wright, “‘The Great Guessing Game’: Terborgh versus Hansen,” Review of Economic 
Statistics, Vol. XXVIII, February 1946, pp. 13—17 and 18-22, respectively. 
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capital as to raise a continuing problem of keeping the level of aggregate 

demand within the limits imposed by the supply of available resources; if 

this should happen, we might be faced with the problem of dealing with 

secular inflation. Which of these problems—if either—is to confront us in 

the years ahead is essentially unpredictable. 



Chapter 

10 

INVESTMENT III: 

SOURCES AND COSTS 

OF INVESTMENT FINANCING 

In the discussion of the marginal efficiency of investment 

schedule in Chapter 8, the schedule of the supply of funds available for 

financing investment was formulated in a rather naive and unsophisticated 

way. In Figure 8-2 the curve MEI is the investment demand schedule, and it 

was stated that investment would be carried to the point at which the 

interest rate was equal to the marginal efficiency of investment. The implica¬ 

tion of this statement appeared to be that all investment was financed by 

borrowing at the market interest rate. If, for instance, the interest rate was 5 

percent, investment would be determined at point P on the MEI schedule. 

Investment expenditures would in this case occur at a rate of $55 billion per 

year. This analysis was, however, greatly oversimplified in its implicit as¬ 

sumption that all investment was financed by borrowing. In fact, investment 

is financed primarily by funds derived from three different sources: (1) 

gross business saving—so-called internal funds—which includes retained 

earnings and capital consumption allowances, (2) borrowing by means of 

loans and the issuance of new corporate bonds, and (3 ) the issuance of new 

corporate stock. 

Table 10-1 shows the capital expenditures of the corporate nonfinancial 

business sector of the economy in 1968, together with the sources of funds 

applied to the financing of these expenditures.1 Of the $79 billion spent on 

the accumulation of fixed capital and inventories, $63.1 billion, or about 80 

percent, was covered by funds derived from retained profits and capital 

consumption allowances. This left $15.9 billion to be raised from external 

sources. However, business firms need to hold money and other financial 

assets, such as securities which they can sell to raise funds if necessary, to 

meet financial commitments as they arise and as a reserve against emergen¬ 

cies; and the amount of these holdings needs to increase from year to year as 

the volume of business expands. In 1968, corporations raised $46.5 billion 

from external sources, of which they used $30.5 billion to add to financial 

1 In recent years, corporations have accounted for roughly two thirds to four fifths of 
the total capital expenditures of nonfinancial business. In 1968, the ratio was 79.4 percent. 

194 
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assets and the remaining $15.9 billion to cover the gap between their capital 

expenditures and the amount of funds derived from internal sources.2 

Changes occur from year to year in the sources from which the funds for 

financing investment are derived, and 1968 should not necessarily be re¬ 

garded as a typical year. However, Table 10-1 does give a general idea of 

the situation, and it is possible to make several crude generalizations about 

financing. 

1. Internal sources are consistently dominant, accounting in recent years 

for from about 80 to over 100 percent of the total amount of capital expendi- 

TABLE 10-1 

Capital Expenditures and Financing, Corporate Nonfinancial Business, 1968 

(amounts in billions) 

(1) Capital expenditures. $79.0 

Fixed investment.$72.5 

Change in inventories. 6.5 

(2) Internal funds (= Gross corporate saving). 63.1 

Retained corporate earnings. 18.8 

Capital consumption allowances.44.3 

(3) Net external financing (1) — (2) = (4) — (5). 15.9 

(4) External funds raised. 46.5 

From loans. 14.1 

From bond issues. 12.9 

From stock issues.—0.8 

From increase in other liabilities. 20.4 

(5) Net acquisition of financial assets*. 30.5 

Deposits and currency. 3.7 

Securities and other. 26.8 

* Includes statistical discrepancy. 
Note: Items may not add to totals due to rounding. 

Source: Federal Reserve System. 

tures. Retained earnings have increased as corporate profits have expanded 

with the growth of the economy, and depreciation allowances (which are 

the main component of capital consumption) have increased rapidly in line 

with the postwar growth of the stock of capital. 

2. The relation between capital expenditures and internal funds varies 

with business conditions. During periods of economic expansion, capital 

expenditures rise rapidly due to the operation of acceleration effects de¬ 

scribed in Chapter 9, and retained earnings expand as the rise in GNP brings 

an increase in corporate profits. However, in such periods the rise in capital 

expenditures typically outstrips the rise in internal funds, with the result that 

increasing reliance must be placed on funds derived from external sources. 

2 This presentation has been somewhat oversimplified by the inclusion of the statistical 

discrepancy between the sources and uses of corporate funds in the figure for net acquisi¬ 

tion of financial assets. This was done in the interest of simplifying the presentation and 

does not seriously distort the picture. 
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Thus, in recession years such as 1949, 1954, and 1958, internal funds have 

been more than sufficient to cover capital expenditures. On the Other hand, 

during the long period of economic expansion from 1961 to 1968, capital 

expenditures rose from $37 billion to $79 billion, an increase of $42 billion, 

while internal funds expanded from $35.6 billion to $63.1 billion, a rise of 

$27.5 billion. Thus, the volume of funds that had to be raised from external 

sources increased steadily and dramatically during this period. 

3. The sale of new stock is of almost negligible importance as a source of 

external funds. Neatly all external financing takes the form of loans from 

banks or other sources, or of new bond issues. There are several reasons for 

the primary reliance on debt financing. First, interest on loans or bonds is a 

deductible expense in calculating income under the corporate income tax, 

whereas dividends paid on stock are not deductible. With combined federal 

and state corporate income tax rates of around 50 percent* the deductibility 

of interest sharply biases financing decisions toward issuance of debt rather 

than equities. In addition, the financial institutions, notably life insurance 

companies, that have traditionally been the main suppliers of long-term 

funds to corporations are much more disposed to invest in bonds, which pay 

a fixed income, than in stocks. And, finally, sale of new voting stock to 

outsiders may weaken the position of the group currently controlling the 

corporation. It is important to note that retention of earnings adds to the 

equity capital of the corporation, but, unlike the sale of new stock to 

outsiders, leaves the control of the corporation undisturbed. 

4. In deciding how to finance its capital expenditures, a corporation will 

be concerned about the maintenance of an appropriate balance among the 

elements of its capital structure. Debt financing adds an element of fixed 

costs which will increase the instability of the stockholders* return on 

investment. For example, suppose a corporation has a total capitalization of 

$125 million, of which $100 million is equity capital and the remaining 

$25 million is debt bearing interest at 5 percent. In a period of prosperity 

when the return on its total investment is 8 percent or $10 million, the 

corporation will have to pay $1.25 million in interest, leaving $8.75 million 

of profits for stockholders. Thus, the return on equity is 8.75 percent instead 

of the 8 percent return that would be realized if the entire $125 million was 

equity capital. On the other hand, if in a recession the total return on capital 

fell to 3 percent or $3.75 million, the return to stockholders would fall to 

$2.5 million or 2.5 percent instead of the 3 percent that would be realized if 

the entire $125 million was equity capital. As the fraction of debt in the 

total capitalization increases, the degree of cyclical variability in the return 

to stockholders becomes progressively greater. In addition, the fixed charges 

associated with a large component of debt in the capital structure create a 

danger of financial difficulties which may in art extreme case lead to 

bankruptcy. 



[Ch. 10] Sources and Costs of Investment Financing • 197 

THE SUPPLY-OF-FUNDS SCHEDULE 

Let us attempt to construct a supply-of-funds schedule for a firm on the 

assumption that there are three sources from which it may obtain funds to 

finance investment: (1) retained earnings and depreciation allowances, ( 2) 

borrowing, and (3) issuance of new equities.3 The shape of the supply 

schedule will vary from one firm to another depending on the nature of its 

business and the attitude of the management toward the assumption of risk. 

The simplest case would be the firm which has such a powerful aversion to 

the risks associated with debt that it will under no circumstances engage in 

debt financing. Such a firm might have a supply-of-funds schedule such as 

that depicted in Panel A of Figure 10-1. In this case, the amount of retained 

earnings and depreciation allowances (internal funds) is OA. The cost of 

using internal funds to finance investment is the foregone opportunity cost 

of investing the funds in the securities of other companies. Assuming that 

the firm is averse to the risks of playing the stock market, any investment 

alternative to capital expenditures will be in the debt instruments of other 

companies (or the government) and the opportunity cost (OB in Panel A of 

Figure 10-1) may be taken as approximately equal to the interest rate the 

firm would have to pay if it issued its own debt, adjusted for the fact that 

interest earnings are subject to the corporate income tax. If the interest rate 

is 6 percent and the corporate income tax rate is 50 percent, the opportunity 

cost of internal funds will be 3 percent, as shown in Panel A of Figure 10—1. 

The amount of internal funds (OA) is equal to depreciation on the 

existing capital stock plus retained earnings, which are determined by the 

application of the firm’s dividend policy to its aftertax profits. That is, 

the amount of internal funds available is assumed to be independent of the 

opportunities for profitable investment. This is, to some degree, an oversim¬ 

plification, because the firm might reduce its dividends to make more funds 

available for investment. This would involve some costs to be balanced 

against the return from investment, since a reduction in dividends would 

depress the market value of the firm’s stock and might create resentment 

among the stockholders. In any case, we assume that such adjustments in 

dividend policy are not made. 

If the present stockholders of the corporation are to benefit as a result of 

the sale of new shares, the proceeds must yield a rate of return greater than 

the ratio of present average expected earnings to the price of shares. Thus, 

on the assumption that additional shares can be issued at the current market 

3 This discussion of the financing of investment draws heavily on J. S. Duesenberry, 

Business Cycles and Economic Growth (New York: McGraw-Hill Book Co., 1958), 

chap. 5. 
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FIGURE 10-1 

PANEL A 

AMOUNT OF FUNDS 

PANEL B 

AMOUNT OF FUNDS 

AMOUNT OF FUNDS 

price, the current earnings-price ratio is a measure of the cost of raising 

funds through the sale of stock. In Panel A of Figure 10-1, this cost is 

assumed to be 6 percent, and the line segment DE represents the portion of 

the supply schedule of funds that is derived from the sale of equities. 

On the assumption that the firm will not raise any funds by issuing debt, 

the supply-of-funds schedule is the broken line BCDE. If the marginal 

efficiency of investment schedule is MEI1} investment will be OF and it will 

be financed entirely by internal funds. If the MEI schedule intersects the 
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supply-of-funds schedule anywhere in its vertical segment DC, as is the case 

with MEI2, investment will be OA and will absorb all of the corporation’s 

internal funds. With investment schedule MEI3, which intersects segments 

DE of the supply-of-funds schedule, investment will be OG, of which OA 
will be financed with internal funds and AG will be financed by the sale of 

new equities. 

The corporation depicted in Panel B of Figure 10-1 is assumed to have no 

debt outstanding at the beginning of the period but to be willing to borrow 

if necessary. The supply-of-funds schedule is BCDE. Funds available from 

internal sources are BC. The curved segment CD represents borrowing; it is 

assumed that in addition to the interest that must be paid, the firm imputes 

additional costs attributable to the risks associated with borrowing that rise 

as the amount of debt increases. When the explicit interest cost, together 

with the imputed costs, rises to 6 percent at point D (at which point 

borrowing amounts to AG), it becomes worthwhile to finance by selling 

new stock. In Panel B, allowance is made for the fact, neglected in Panel A, 

that the sale of additional stock is likely to cause a decline in the price of 

stock. Thus, the segment DE of the supply schedule also slopes upward. In 

this case, the financing of investment with the three investment demand 

schedules, MElx, MEIZ, and MEI3 shown in Panel B of Figure 10-1 would 

be as follows: 

Internal Sale of 

MEI Schedule Financing Borrowing Stock 

MEh.OF none none 
MEIi.OA AH none 
MEI3.OA AG GJ 

In Panel C of Figure 10-1, it is assumed that the firm has some debt 

outstanding at the beginning of the period. If this is the case, internal funds, 

which are assumed to be OA, could be used to retire a portion of this debt. 

Since debt is assumed to involve risks to the firm, the use of internal funds to 

finance capital expenditures involves increasing costs associated with fore¬ 

gone debt retirement. The segment BC of the cost of funds schedule, 

involving the use of internal funds, therefore slopes upward. 

The supply-of-funds schedules of individual firms will vary in position 

and shape, depending on the amount of internal funds available, the attitude 

of the management toward borrowing and the risks associated therewith, 

and so on. However, the schedules in general are likely to be similar in 

appearance to those shown in Figure 10-1. When the schedules of individ¬ 

ual firms are combined, the resulting aggregative supply schedule might 
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look like curve ZZ in Figure 10-2. That is, it is likely to be somewhat 

S-shaped, with an elastic portion at the lower end where internal sources of 

funds are dominant, an inelastic portion in the middle range as borrowing 

becomes more important, and a more elastic portion again at the upper end 

where equity financing predominates. An increase in the prevailing rate of 

FIGURE 10-2 

interest would raise the supply curve vertically, since it would increase the 

opportunity cost of internal funds and the explicit cost of borrowing and 

would cause the price of equities to fall to restore an appropriate risk margin 

between the interest rate on bonds and the earnings/price ratio of equities. 

Thus, a rise in the interest rate, adjusted for taxes, from 3 to 4 percent might 

cause the supply schedule to shift from ZZ to Z'Z' in Figure 10-2. 

An increase in GNP that raised, corporate profits and therefore retained 

earnings, assuming the interest rate was unchanged, would shift the supply 

schedule to the right by adding to the elastic portion at the lower end 

derived from internal funds. That is, an increase in GNP might shift the 

supply curve from Zx to Z2 in Figure 10-3. 
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FIGURE 10-3 

THE INTERACTION OF INVESTMENT DEMAND AND THE 
SUPPLY OF FUNDS 

As was pointed out earlier, during a rapid expansion in economic activity 

both investment demand and the supply of internal funds are likely to 

increase. However, investment demand will generally increase more than 

the supply of internal funds. Thus, during an expansion, investment demand 

might increase from MEIt to MEI2 in Figure 10-3 while the supply of 

internal funds was increasing from Zx to Z2. As a result the marginal cost of 

funds might be driven up from OA to OB as firms found it necessary to 

increase their borrowing. The rising cost of funds would choke off some 

investment, causing investment spending to rise only from OC to OD rather 

than all the way to OE as would have occurred had the cost of funds not 

risen. Curves Zt and Z2 are drawn on the assumption that the interest rate 

prevailing in the market does not rise; such a rise in the interest rate would 

be likely to occur during a period of expansion and would exert a further 

braking effect on investment by causing the curve Z2 to shift upward. 

It is quite clear that the presence of accelerator-type responses introduces 

an inherent, built-in element of instability in the economy. However, as was 

shown earlier, the presence of lags in the process of bringing the desired 

capital stock into line with the actual capital stock serves to damp the 
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fluctuations that occur. It is now apparent that the rising cost of financing 

will serve to provide a further dampening effect, thereby adding to the 

stability of the economy. The student should also recall the automatic 

stabilizers discussed in Chapter 6, which serve to reduce the multiplier, 

thereby muting the total effect on income and employment of such fluctua¬ 

tions in investment as do occur. 

The fact that the four recessions of the postwar period—those of 1949, 

1953-54, 1957—58, and 1960-61—have all been quite mild and short-lived 

suggests that the forces of instability, while present in the U.S. economy, are 

quite strongly muted. This does not, however, mean that the economy can be 

relied upon to achieve an adequate performance automatically without the 

careful guidance of suitable fiscal and monetary policies. As will be shown 

in Parts III and IV, even if the inherent stability of the economy is sufficient 

to avoid severe and protracted recessions, the problem of maintaining an 

appropriate balance between the goals of high employment and price 

stability in an economy whose productive capacity is continuously increasing 

certainly requires a vigorous and skillful use of stabilization policies. 

EMPIRICAL EVIDENCE ON THE DETERMINANTS OF INVESTMENT 

In the last few years, a great deal of empirical work has been undertaken 

for the purpose of isolating the determinants of investment. The approach 

employed has generally been to specify models of investment behavior in 

mathematical form and to fit them to historical time-series data by means of 

regression techniques. Although the models used differ considerably in 

detail, nearly all of them fit in a general way within the framework 

developed above. That is, the typical model incorporates some kind of 

flexible version of the acceleration principle, together with the interest rate 

as a measure of the cost of external funds and retained earnings plus 

depreciation allowances as a measure of funds generated internally.4 It is 

true that there has been some dispute concerning the role of internal funds 

as an independent influence. Some students of investment feel that the firm 

should in principle be indifferent between funds derived from internal and 

external sources and that the acceleration principle by itself should provide 

an adequate explanation of investment.5 According to this view, the desired 

stock of capital should depend on the expected level of output and sales and 

4 For a good discussion of the issues and a general summary of results, see Edwin Kuh, 

"Theory and Institutions in the Study of Investment Behavior,” American Economic Re¬ 
view, Vol. LII, May 1963, pp. 260-68. An'interesting discussion focused around the prob¬ 

lem of forecasting is to be found in Avram Kisselgoff, "Forecasting Investment,” in The 
Economic Outlook for 1968, Papers presented to the 15th Annual Conference on the Eco¬ 

nomic Outlook at the University of Michigan (Ann Arbor: Department of Economics, 

University of Michigan, 1968), pp. 145—53. 

5 See Robert Eisner, "Investment: Fact and Fancy,” American Economic Review, Vol. 

LIII, May 1963, pp. 237-46. 
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on the interest rate, with investment determined by a gradual process of 

adjusting the actual stock to bring it into line with the desired stock along 

the lines of the stock adjustment mechanism described in Chapter 9. In 

general, however, the models that have been most successful in explaining 

investment behavior have generally included the flow of internal funds as a 

separate variable, and in some instances they have also incorporated other 

aspects of the financial position of the firm such as the amount of debt 

outstanding.6 

One of the main problems in the estimation of equations to explain 

investment is the proper specification of lags. In the stock adjustment model 

discussed earlier, the adjustment of the actual capital stock to bring it to 

equality with the desired capital stock was spread out over time, with a 

certain fraction of the gap being filled by investment in each period. No 

explanation was given to account for the existence of the lags in the 

adjustment process. One possible explanation is as follows.7 Suppose that 

when a gap between the actual and desired capital stock appears, business¬ 

men place sufficient new orders for capital goods to fill the gap. That is, 

their orders are sufficient to make the backlog of unfilled orders equal to the 

gap. However, many steps lie between the placing of an order for a capital 

good and the final expenditure on the good which is recorded as investment. 

Engineering plans must be drawn up, orders placed, and the structures or 

equipment must be produced. Suppose that of any given backlog of unfin¬ 

ished work, a certain part is finished and paid for in the first period, a further 

portion is completed and paid for the next period, and so on. If a constant 

and specified fraction, s, of the remaining order backlog is completed and 

paid for in each period, the time pattern will be of the kind indicated in the 

stock adjustment model developed earlier in this chapter.8 

Other lag patterns are possible, however. For example, any backlog 

might be worked off in n periods with a fraction equal to 1/n being 

completed and paid for in each period.9 Or completions might be small at 

6 See, for example, Frank deLeeuw, "The Demand for Capital Goods by Manufacturers: 
A Study of Quarterly Time Series,” Econometrica, Vol. XXX, July 1962, pp. 407—23; 
W. H. L. Anderson, Corporate Finance and Fixed Investment (Boston: Graduate School 
of Business Administration, Harvard University, 1964), and "Business Fixed Investment: 
A Marriage of Fact and Fancy,” in Robert Ferber (ed.), Determinants of Investment Be¬ 

havior (New York: National Bureau of Economic Research, 1967), pp. 413-25. 

7 This is the approach to the lags of adjustment that is used by deLeeuw, op. cit. 

8 For example, suppose to begin with that the actual and desired capital stock are equal 
and that in the next period a gap of 100 is opened up and 100 of orders are placed to 
fill the gap. If j is 20 percent, 20 of capital goods will be completed after one period. If 
the desired stock of capital remains unchanged so that no more orders are placed, 20 per¬ 
cent of the remaining 80 of backlog, or 16, will be completed and paid for after two 
periods, 20 percent of the remaining 64, or 12.8, the next period, and so on. Thus, the 
sequence of investment expenditures in successive periods will be 20, 16, 12.8, etc. 

9 In the example of footnote 8, the total backlog might be worked off in five periods, 
with one fifth being completed in each period. Then investment would be 20 per period 
for five periods. 
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first, then build up to a peak and taper off.10 The lag pattern depends 

primarily on the production processes involved in manufacturing capital 

goods and the composition of the order backlog—for example, buildings 

may take longer to produce than machinery. Usually the lags are estimated 

as part of the statistical process of fitting the investment equation to the 

empirical data—that is, the lag pattern selected is the one that provides the 

best fit to historical data. 

A variety of models have been tested, and several of them are sufficiently 

successful in explaining past investment behavior that it is scarcely justifia¬ 

ble to select one as clearly superior to the rest. Nevertheless, some progress 

in explaining investment seems to have been made, and some generaliza¬ 

tions are possible. In most instances, the more successful models involve an 

application of some variant of the acceleration principle with the actual 

capital stock being adjusted gradually to bring it into line with the desired 

capital stock. Most of the studies also show that the interest rate affects 

investment, often through its influence on the desired capital stock. The flow 

of internal funds generally appears as an additional explanatory variable, 

indicating that businessmen are not indifferent as between internal and 

external sources of funds. Most studies show that the lags are quite long, 

that is, it takes many quarters to bring about a full adjustment of the stock 

of capital. Moreover, the preponderant evidence seems to be that the lag 

pattern is one in which the response is small at first, builds up to a peak, and 

then gradually tapers off. 

One particular issue that is of considerable importance is the degree of 

sensitivity of investment to changes in the rate of interest. Monetary policy is 

generally thought to affect the economy primarily by producing changes in 

the interest rate, and its effectiveness as an economic regulator may therefore 

depend critically upon the sensitivity of investment to changes in the interest 

rate. 

To begin with, it may be noted that there are a priori reasons for 

doubting that investment decisions would be likely to be strongly affected by 

changes in borrowing costs. One is that interest is deductible as an expense 

in calculating income for tax purposes. With a corporate income tax rate of 

50 percent, an increase in the interest rate by one percentage point, from 5 

to 6 percent, would mean an increase of only half a percentage point, from 

2.5 to 3 percent, in the effective interest rate after adjustment for tax 

deductibility. Thus, the deductibility of interest under the income tax proba¬ 

bly serves to blunt rather substantially the effects of interest rate changes on 

investment. In addition, and more fundamental, there is the inherent ele¬ 

ment of risk involved in investment. As was brought out in Table 8-1, 

investment is a forward-looking activity whose prospective profitability is 

10 As a simple illustration, the backlog of 100 specified in footnote 8 might be worked 
off according to a so-called "triangular” or "inverted V” pattern over eight periods, with 
investment for the successive periods being 5, 10, 15, 20, 20, 15, 10, 5. 



[Ch. 10] Sources and Costs of Investment Financing • 205 

dependent on the investor’s expectations concerning sales, prices, wages, and 

so on, over the life of the investment. Relatively small errors in forecasting 

these elements can have large effects on the investor’s profits from the 

investment. For this reason, the investor may inject a rather large allowance 

for risk into his calculations. Thus, he may not be willing to undertake an 

investment unless he expects to earn a return of, say, 15 percent on his 

money after taxes. If this is the case, an increase of 1 percent in the interest 

rate—a rather large increase by historical standards—which, assuming a 50 

percent tax rate, would raise his effective borrowing cost by only one half of 

1 percent, might well be an insignificant factor in his calculations. Surveys 

of businessmen’s views regarding the effects of interest rates on investment 

decisions have generally seemed to support the hypothesis that interest rates 

are not very important.11 

The common approach in econometric studies of investment at the 

present time is to assume, in effect, that the desired stock of capital depends 

upon the interest rate as well as upon income. If this is the case, a reduction 

in the interest rate increases the desired stock of capital, thereby setting off a 

sequence of increments to investment designed to raise the stock of capital 

gradually toward the new desired level. With the kinds of lags that are 

present in most of the models, the effects of a change in the interest rate on 

investment are small at first, building up to a peak, and then declining. 

Although the exact nature of the results varies from one study to another, 

most of the recent work suggests that the interest rate has a fairly sizable 

effect on investment but that several quarters must elapse before a very 

significant portion of the effect is felt.12 

In addition to their effects on business investment in plant and equip¬ 

ment, interest rates and credit conditions may have important effects on 

other components of final demand that are commonly financed by the use of 

credit, including residential construction; construction of schools, highways, 

and other public projects by state and local governments; the demand for 

consumer durable goods; and inventory investment. The responses of these 

types of spending to monetary conditions are often greatly affected by the 

specific financial arrangements that influence the flows of credit to these 

sectors. Detailed analysis of these effects would require an examination of 

the financial sector of the economy that is well beyond the scope of this 

book.13 

11 The results of a recent survey of this kind are reported in Jean Crockett, Irwin Friend, 
and Henry Shavell, "The Impact of Monetary Stringency on Business Investment,” Survey 

of Current Business, August 1967, pp. 10-27. 

12 On this, see Albert Audo, E. C. Brown, R. M. Solow, and John Kareken, "Lags in 
Fiscal and Monetary Policy,” in Stabilization Policies, Research Study No. 1, Commission 
on Money and Credit (Englewood Cliffs, N.J.: Prentice-Hall, Inc., 1963), pp. 1—7 and 
14-96. 

13 The preliminary results derived from a rather complex aggregative model of the 
economy especially designed to uncover the effects of interest rates and monetary condi- 
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THE ROLE OF INVESTMENT IN THE DETERMINATION OF 
EQUILIBRIUM INCOME 

As the above discussion makes clear, investment is, in essence, a dynamic 

phenomenon. There is strong reason to believe, based on the theoretical 

reasoning supported by empirical research, that a stock adjustment mecha¬ 

nism constitutes a primary force governing investment spending. When the 

economy is in equilibrium, with income constant and the stock of capital 

optimally adjusted to that level of income, the stock adjustment mechanism 

will become inoperative as a generator of net investment. This is the case in 

the "initial equilibrium” and "new equilibrium” columns of Table 9—3, the 

only investment in these columns being replacement investment amounting 

to 2 percent of the equilibrium capital stock. 

Even in equilibrium, however, some net investment would be generated 

by the autonomous forces of population growth and technological progress 

discussed in Chapter 9. At this point, it will be useful to explore the role of 

investment in the determination of the equilibrium level of income. Since 

this analysis will be static, we will abstract from the dynamics of the 

investment accelerator and assume that there exists a static marginal 

efficiency of investment schedule such as that depicted in Figure 8-2, which 

relates equilibrium investment to the rate of interest, the position of this 

schedule being determined by autonomous forces affecting investment. Fig¬ 

ure 10-4 shows how the marginal efficiency of investment schedule interacts 

with the consumption function to establish a relation between equilibrium 

income and the interest rate. 

Figure 10-4 is to be studied in counterclockwise fashion, beginning with 

Panel A in the upper left-hand corner and proceeding successively to Panels 

B, C, and D. Panel A contains the marginal efficiency of investment (MEI) 

schedule; if the interest rate is given, this schedule determines the level of 

investment (7). Panel B shows investment on both axes with a 45° line 

(line OA) drawn between them, and merely serves to convert investment 

from a horizontal distance as in Panel A to a vertical distance as required in 

Panel C. In Panel C, consumption expenditures (C) and investment ex¬ 

penditures are shown on the vertical axis, and income (Y) is shown on the 

horizontal axis. The 45 ° line (line OB) in Panel C is thus the locus of points 

tions on various components of aggregate demand are reported in Frank deLeeuw and Ed¬ 
ward Gramlich, "The Federal Reserve—M.I.T. Econometric Model,” in The Economic 

Outlook for 1968, Papers presented to the 15th Annual Conference on the Economic Out¬ 
look at the University of Michigan (Ann Arbor: Department of Economics, University of 
Michigan, 1968), pp. 51—109, reprinted in Federal Reserve Bulletin, January 1968, pp. 
11-40. Other reports on the progress of this project are given in R. H. Rasche and 
H. T. Shapiro, "The F.R.B.-M.I.T. Econometric Model: Its Special Features,” American 

Economic Review, Vol. LVIII, May 1968, pp. 123—49; and Albert Ando and Franco 
Modigliani, "Econometric Analysis of Stabilization Policies,” American Economic Re¬ 

view, Vol. LIX, May 1969, pp. 296—314. 
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at which expenditures (measured vertically) and income (measured hori¬ 

zontally) are equal. The line C0C in Panel C is the consumption function, of 

the short-run type depicted in Figure 5-1. The distance OC0 indicates the 

level of the consumption function, and Panel C is located in such a way that 

FIGURE 10-4 

Integration of Marginal Efficiency of Investment Schedule and Multiplier Analysis 

PANEL A PANEL D 

the horizontal axis of Panel B coincides with point C0 on the vertical axis of 

Panel C. Panel D will be explained below. 

If the interest rate is given at r0 as shown in Panel A, investment will be 

70 as determined by the MEI schedule at that interest rate. Tracing through 

Panel B, investment 70 is converted from a horizontal distance into a vertical 

distance, which is carried over to the vertical axis of Panel C at point E. 
From point E a line is drawn parallel to the consumption function. This line, 

labeled C + 70, indicates the level of total expenditures (consumption plus 

investment) associated with each level of income when investment is 70. The 
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equilibrium level of income associated with investment 70 is designated Y0 

and is determined by the intersection of the line C + /0 and the 45° 

guideline (line OB) in Panel C. Thus, if the MEI schedule and the consump¬ 

tion function are as indicated in Panels A and C respectively, an income of 

Y0 will be associated with the interest rate r0. 
By the same reasoning as that used above, an income level of Yx will be 

associated with interest rate rx, Y2 with r2, Y3 with rs, and so on. The results 

are summarized in Panel D, which is constructed by tracing horizontal lines 

from Panel A at each interest rate and tracing vertical lines from Panel C 

for the corresponding income levels. The intersections of the horizontal lines 

at each interest rate with the vertical lines at each corresponding income 

level determine a series of points (P0, Px, P2, P3, and P4). The line IS in 

Panel D passes through all of these points and thus sums up the relation be¬ 

tween interest rate and income level. 

This line, passing through the equilibrium points in Panel D, is desig¬ 

nated the "IS curve” because it contains all combinations of income and 

interest rate for which planned investment (/) is equal to planned saving 

(S). Or, to put it another way, the IS curve includes all combinations of Y 
and r for which aggregate demand for goods and services equals aggregate 

supply. 

It should be reemphasized that the analysis presented in Figure 10-4 

makes no allowance for the operation of the stock adjustment mechanism, 

which was given the central role in explaining fluctuations in the position of 

the marginal efficiency of investment schedule in Chapter 9. In the present 

analysis, the position of the MEI schedule is taken as given, determined by 

the autonomous forces of population growth and technological change, 

which are assumed to be the underlying determinants of the equilibrium rate 

of investment. It is not possible to incorporate the stock adjustment mecha¬ 

nism which is inherently dynamic within the present static framework. That 

is, the analysis of Figure 10-4 is entirely static and merely serves to describe 

alternative equilibrium combinations of income and interest rate, without 

specifying the way in which the economy moves from one equilibrium 

position to another. And since the level of income is constant in equilibrium, 

there can be no investment induced by accelerator or stock adjustment 

mechanisms in the present analysis. 

In the model depicted in Figure 10-4, the level of income can change for 

essentially three reasons. First, the interest rate, which in the present context 

is an exogenous variable (i.e., determined by forces not included in the 

model and therefore subject to independent variation), may change, thus 

causing movement along the IS curve in Panel D. Second, the equilibrium 

position of the MEI schedule in Panel A may shift due to technological 

change or for other reasons. This will cause the IS curve in Panel D to shift 

and if the interest rate remains constant, income must change. Third, the 

consumption function, as shown in Panel C, may shift for various reasons 
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discussed in Chapter 5, and, again, if the interest rate remains unchanged, 

income must change. The student may verify for himself by studying Figure 

10-4 that a shift to the right of the MEl schedule in Panel A or an upward 

shift on the consumption function (the line C0C) in Panel C will cause the 

IS curve in Panel D to shift to the right. Conversely, a shift to the left of the 

MEI schedule or a decline of the consumption function will cause the IS 
curve to shift to the left14 

14 It may be noted that a rise in the consumption function (the line CoC in Panel C) 
will be depicted in Figure 10-4 by a lowering of the horizontal axis of Panel C, since 
Panel C must be placed so that the point Co lines up with the horizontal axis of Panel B. 
Similarly, a fall in the consumption function will be depicted by a raising of the horizon¬ 
tal axis of Panel C. 



Chapter 

11 

THE DEMAND FOR MONEY 

Up to this point we have paid little attention to money and 

the financial sector of the economy. It is now time to remedy this defect. In 

this chapter we shall consider the demand for money and explore the role of 

monetary forces in determining the interest rate. 

RELATION BETWEEN BOND PRICES AND INTEREST RATES 

As a preliminary to our analysis, it is necessary to explain the relationship 

that exists between interest rates and the prices of existing marketable 

bonds. 

A bond is a contractual debt obligation which may be issued by a business 

corporation or a governmental unit and which promises to pay the holder 

certain periodic interest payments and to pay the principal value at matu¬ 

rity.1 The interest payments are ordinarily calculated by applying the interest 

rate specified on the bond, called the coupon rate, to the principal value. 

Thus, a $1,000, 3 percent, 20-year bond, with interest payable annually, has 

a principal value of $1,000 and a coupon rate of 3 percent. Such an 

instrument, at the time of its original issuance, promises to pay $30 interest 

(3 percent of $1,000) each year for 20 years and also to pay back the 

$1,000 principal at the end of 20 years. 

It is very important to understand that the coupon rate on a bond is fixed 

by the original bond contract and does not change during the life of the 

bond. However, the interest rate that borrowers must pay when they raise 

funds through the issuance of additional bonds changes continually in 

response to changes in the demand for and supply of such bonds. Thus, the 

coupon rate that a particular corporation must place on 10-year bonds to 

1 There are many different kinds of bonds, which may be classified, for example, ac¬ 
cording to the kind of protection afforded the bondholder. These matters are not relevant 
to our discussion, and for further information concerning them the reader is referred to 
any good book on corporation finance or on investments, such as L. V. Plum and J. H. 
Humphrey, Jr., Investment Analysis and Management (Homewood, Ill.: Richard D. Irwin, 
Inc., 1953). 
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induce investors to buy them at their face (or principal) value may be, say, 

3 percent at one time and 5 percent at another, depending upon the state of 

business, the monetary policies being followed by the Federal Reserve 

authorities, and a variety of other factors. At the same time, the return on 

existing marketable bonds of the same quality (i.e., judged by investors 

generally to involve the same risk of default on interest and principal) 

issued at an earlier time and now having 10 years to run to maturity will 

tend to change in such a way as to remain in line with the return to be had 

from buying new bonds. Since the coupon rate on existing bonds is fixed by 

contract, the adjustment takes the form of a change in the price of such 

bonds. 

To illustrate, suppose we take an existing bond having a principal value 

of $1,000, a coupon rate of 5 percent, interest payable annually, and one 

year to run to maturity; and suppose the current interest rate on similar 

bonds is 4 percent. The existing bond is essentially a contract to pay $1,000 

(principal) plus $50 (interest) or $1,050 in total at the end of one year. 

We can calculate the price (F) that a knowing investor would be willing to 

pay for the existing bond in the following way: 

F(1.04) = $1,050 

or 

$1,050 

1.04 
$1,009.62 

That is, the price can be determined by finding out how much would have to 

be invested at the prevailing interest rate in order to build up to $1,050 at 

the end of one year. 

This is essentially the same discounting procedure that was discussed in 

Chapter 8 in analyzing the concept of marginal efficiency of investment.2 

The general formula for the price of a bond is 

V = 4-—— + 
1 + r + (1 + 02 

cP j P 
+ (1 + r)n + (1 + ~ry 

where V is the market price of the bond, c is the coupon rate (expressed as a 

decimal) per interest payment period (ordinarily a half year or a year) on 

the bond, P is the principal value of the bond, r is the current market rate of 

interest (expressed as a decimal) per interest payment period on bonds of 

the same maturity as the one being considered, and n is the number of 

interest payment periods in the remaining life of the bond. In the simple 

example discussed above, the interest payment period is one year (i.e., 

interest is paid annually), c = 0.05, P — $1,000, r = 0.04, and n = 1. 

All of the terms in Equation 1 before the last term represent the present 

2 See Chapter 8, pp. 164-67. 
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(discounted) value of future interest payments—i.e., the first term (cP/ 
(1 -f- r) ) is the present value of the first interest payment to be received at 

the end of one year, the second term (cP/( 1 + r)2) is the present value of 

the second interest payment to be received at the end of two years, and so on. 

By the same reasoning that was used in Chapter 8,3 the sum (Kn) of the 

present values of all the interest payments (all terms in Equation 1 above 

except the last term) is given by 

Adding in the last term of Equation 1, the formula for V may be rewritten 

as 

v=—r i —-—i -i—~— (2) 
r L (1 + r>J (1 + r> W 

If the terms of a bond—coupon rate (c), principal value (P), and time to 

maturity (n)—are known, this formula can be used to find (1) the interest 

rate (r) or "yield” that will be earned if the bond is purchased at a specified 

price (F), or (2) the price that must be paid for the bond if it is to provide 

the investor with a specified interest return or "yield.” The formula is 

mathematically cumbersome, but it need not actually be solved by the user 

since so-called "bond tables” are available in which the values of F are 

tabulated for various combinations of c, r, and n for a bond having a face 

value of one dollar (P — 1). By using these tables, it is possible quite easily 

to find the yield corresponding to a given price or the price corresponding to 

a given yield for any specified bond.4 

By studying Equations 1 and 2—which, of course, are merely two differ¬ 

ent ways of stating the same relationship—it is possible to draw several con¬ 

clusions concerning the relation between the market rate of interest (r) and 

the price of an existing bond ( F). 

1. The prices of existing bonds fall when the interest rate rises and rise 

when the interest rate falls.5 This is apparent from the fact that a rise in the 

3 See Chapter 8, pp. 166—67. 

4 Since bond tables give prices corresponding only to discrete maturity intervals 
(months, for example) and yield intervals (perhaps one 10th of 1 percent), it is often 
necessary to interpolate where the maturity of the bond falls between two of the dates or 
its yield between two of the interest rates that are specifically shown in the table. In addi¬ 
tion, there are complications in computing yields or prices arising out of special provi¬ 
sions in bond contracts, such as "call features” which permit the issuer of the bonds to 
retire them on certain specified dates prior to final maturity if he chooses. For a brief but 
informative explanation of such matters—which are of little importance for our pur¬ 
poses—see Plum and Humphrey, op. cit., Appendix 2, pp. 630-40. The standard bond 
tables include Executive Bond Values Table (Boston: Financial Publishing Co., 1947), 
and Comprehensive Bond Values Table (Boston: Financial Publishing Co., 1958). 

5 The prices at which newly issued bonds sell also fluctuate with current interest rates. 
This is because the coupon rate that is placed on a bond by its issuer seldom corresponds 
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interest rate (r) increases the denominators in each of the terms of Equation 

1, thus reducing the value of each term and lowering the price (V) of the 

bond. A fall in the interest rate has the opposite effect. 

2. If the current interest rate (r) is equal to the coupon rate (c), the 

price of the bond (V) is equal to its principal value (P), or the bond is said 

to sell at "par,” regardless of the maturity of the bond. In this case, c — r, 
and on substituting r for c, Equation 2 becomes 

or 

or 

rP 
V=—l 

r 

V= P - 

+ 
(1 + r> (1 + r> 

(1 + r> (1 + 0” 

V = P 

3. It follows from the two propositions stated above that if the current 

interest rate is below the coupon rate (r < c), the bond will sell above par 

(V > P); and if the current interest rate is above the coupon rate (r > c), 
the bond will sell below par (V < P). 

4. The longer the time to maturity of the bond (i.e., the greater the value 

of n), the greater will be the change in its price resulting from a given 

change in the interest rate. This is apparent from Equation 1, since the more 

distant a payment is, the more its present value is affected by a change in the 

rate of interest—that is, a change in r changes (1 + r)2 more than 1 r, 

(1 + r)3 more than (1 -j- r)2, and so on. Since a long-term bond has terms 

containing larger powers of 1 + r, its price is affected more by a change in r 
than is the price of a short-term bond. As a result of this, the prices of 

long-term bonds are more unstable than are the prices of shorter term 

bonds. 

5. A consol is a special type of bond which continues to pay interest at 

the contractual rate indefinitely but makes no provision for repayment of 

the principal. Consols are not very common, at least in this country, but they 

are frequently used for illustrative purposes, because their behavior is rather 

similar to that of very long-term bonds in general and because the relation 

between the interest rate and the price of the bond reduces to a very simple 

formula in the case of consols. For a consol, the maturity of the bond (n) 
becomes infinite. The expression (1 + r)n becomes infinitely large as n ap- 

exactly with the yield at which investors are willing to buy the bond, so that the bond 
will ordinarily sell at a premium or discount (i.e., a price above or below par) sufficient 
to adjust its yield to the requirements of the market. A notable exception is United States 
government bonds, which are usually issued at a fixed price (commonly par). 
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proaches infinity, so that the terms 1/(1 + r)n and P/( 1 -f- r)n in Equation 
2 reduce to zero. Thus, the expression becomes simply 

r 

for a consol.6 That is, the price of a consol changes in inverse proportion to 
the rate of interest. 

All five of these propositions are illustrated in Table 11—1, which shows 
the prices of a $1,000 bond, with a coupon rate of 4 percent, corresponding 
to various market rates of interest and various assumptions concerning the 

TABLE li-i 

Prices of $1,000 Bonds of Various Maturities, Bearing 

Coupon Rates of 4 Percent, Corresponding 

to Various Market Rates of Interest* * 

Years to Maturity 

Current - 

Interest Rate Consol 

(Percent) 1 5 10 25 40 co 

5.0.$ 990.40 $ 956.20 $ 922.10 $ 858.20 $ 827.70 $ 800.00 

4.5 . 995-20 977.80 960.10 925.40 , 907.60 888.90 

4.0. 1,000.00 1,000.00 1,000.00 1,000.00 1,000.00 1,000.00 

3.5 . 1,004.90 1,022.80 1,041.90 1,082.90 1,107.20 1,142.90 

3.0. 1,009.80 1,046.10 1,085.80 1,175-00 1,232.00 1,333.30 

*Bonds are assumed to pay interest semiannually. 

maturity of the bond. When the market rate of interest is 4 percent—i.e., 
equal to the coupon rate—the bond sells at par ($1,000) no matter what its 
maturity. As the interest rate rises above 4 percent, the price of the bond 
falls; and as the rate falls below 4 percent, the price rises. The longer the 
maturity of the bond, the greater the fluctuations in its price; for example, a 
rise in the interest rate from 4 to 4.5 percent causes the price of a bond of 
five years’ maturity to fall from $1,000 to $977.80, while the same rise in 
the interest rate causes a bond of 25 years’ maturity to fall from $1,000 to 
$925.40. The last column of the table shows the behavior of the price of a 
consol, which, of course, shows the greatest price fluctuations of all. 

THE DEMAND FOR MONEY 

Interest is best viewed simply as the price paid for the loan of' a specified 
sum of money for a specified period of time. Thus, the determination of the 

6 This is, of course, an application of the so-called "capitalization formula,” which was 
referred to in Chapter 8, p. 167. 
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rate of interest may be analyzed in a relatively straightforward fashion by 

simply studying the interaction between the demand for money and the 

supply of money. Let us now consider the demand for money, approaching 

the subject by considering separately the various reasons why economic units 

choose to hold money balances. 

The Motives for Holding Money 

It has become fairly standard practice to distinguish three major motives 

for holding money balances: the transactions motive, the precautionary 

motive, and the speculative motive.7 

The Transactions Motive. A considerable amount of money is held 

simply to bridge gaps between the receipt of money payments and the mak¬ 

ing of money expenditures. That is, an office worker may receive his salary 

monthly while his payments for groceries, rent, insurance, clothing, etc., are 

spread throughout the month in a manner determined by his family’s habits, 

contracts previously entered into, and to some extent random or accidental 

factors. Given the timing of his receipts and expenditures, the worker will 

hold a certain average cash balance for transactions purposes in relation to 

his income and expenditures.8 

Some of the factors that determine the holdings of transactions balances 

in relation to income may be brought out by considering some simple 

examples.9 Suppose for instance, that a worker receives an income of $3,600 

per year, that he spends all of his income, and that he spends at a steady rate 

of $10 per day. If he receives his entire annual income at the beginning of 

7 This way of classifying the motives for holding money was first used by J. M. Keynes 
in The General Theory of Employment Interest, and Money (New York: Harcourt Brace 
& Co., 1936). 

8 Money balances are held for the purpose of financing transactions in securities as well 
as in goods and services. However, our analysis of the transactions motive is confined to 
goods and services transactions. The cash balances used to handle securities transactions 
(the so-called "financial circulation”) are largely confined to professional dealers and 
traders, and methods of economizing cash balances have been perfected to such a 
high degree in this connection that the billions of dollars of financial transactions that 
are carried out each year require only very small amounts of cash balances. For ex¬ 
ample, in February 1959, according to the New York Clearing House Association, dealers 
in United States government securities and other investment dealers and brokers wrote 
checks totaling $28 billion while carrying average bank balances of $406 million. Thus, 
the rate of turnover of their deposits was 858 times per year, compared with 32 per year 
for other depositors. The turnover of deposits for dealers in United States government 
obligations was at the fantastic rate of 11,264 times per year! Data are from Member 
Bank Reserve Requirements, Hearings, Committee on Banking and Currency, U.S. Senate, 
86th Congress, 1st Session, on S860 and SI 120, March 23-24, 1959, pp. 172 and 89. 

9 For a much more sophisticated analysis of these matters, see J. W. Angell, "The 
Components of the Circular Velocity of Money,” Quarterly Journal of Economics, Vol. LI, 
February 1937, pp. 224-73; and H. S. Ellis, "Some Fundamentals in the Theory of Ve¬ 
locity,” Quarterly Journal of Economics, Vol. LII, May 1938, pp. 431-72, reprinted in 
F. A. Lutz and L. W. Mints (eds.) Readings in Monetary Theory (Philadelphia: Blakis- 
ton Co., 1951), pp. 89-128. 
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the year, he will have $3,600 in his cash balance on January 1 and nothing 

at the end of the year. Since his balance declines steadily day by day, clearly 

his average balance will be $1,800, which is equal to one half of his annual 

income. Now if this person maintains the same pattern of payments, $10 per 

day, but is paid $300 at the beginning of each month, his average balance 

will fall steadily from $300 at the beginning of each month to zero at the 

end of each month, and his average Cash balance will be $150 or one 24th 

of his annual income of $3,600. That is, when he is paid monthly, his aver¬ 

age balance is one 12th as great as it is when he is paid annually. Thus, other 

things remaining constant, the average balance declines as the frequency of 

receipts increases. 

Suppose now that the worker receives a salary of $300 at the beginning 

of each month but that instead of spending steadily so much each day, he 

spends $100 on the 10th of the month, another $100 on the 20th, and the 

final $100 on the 30th. Then his average cash balance can be calculated as 

follows: 

$300 per day for 10 days.$3,000 
$200 per day for 10 days. 2,000 
$100 per day for 10 days. 1,000 

Total.$6,000 

Average balance ($6,000 4- 30 days). $200 

In this case, the worker’s average cash balance is one 18th of his annual 

income of $3,600 compared with a balance of $150 or one 24th of annual 

income in the case in which he spends his income steadily day by day. Thus, 

the average cash balance declines as the frequency of expenditures increases. 

A third factor on which the average cash balance depends is the extent to 

which receipts and expenditures coincide. This can be seen by assuming that 

the worker receives $300 per month and spends $100 every 10 days, as 

in the previous example, but making a slight change in the pattern. Sup¬ 

pose the worker spends $100 as soon as he receives his income, another $100 

on the 10th of the month, and the final $100 on the 20th—that is, each of 

the $100 expenditures is moved forward by 10 days as compared with the 

previous example. In this case, his average cash balance can be computed as 

follows: 

$200 per day for 10 days.$2,000 
$100 per day for 10 days. 1,000 
$ 0 per day for 10 days. 0 

Total.$3,000 

Average balance ($3,000 -f- 30 days). $100 

The average balance is one 36th of annual income, as compared with one 

18th in the previous example. Thus, the average balance is smaller, the 

greater is the coincidence between receipts and expenditures. 
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Although the above analysis is somewhat oversimplified, it does suggest 

that we may view the ratio of transactions balances to expenditures on goods 

and services for a spending unit as depending upon that unit’s frequency of 

receipts, frequency of expenditures, and degree of coincidence between re¬ 

ceipts and expenditures. Looking now at the economy as a whole, we may 

define kt as the ratio of cash balances held to finance expenditures on goods 

and services to the total amount of such expenditures, Mt as total cash bal¬ 

ances held for transaction purposes, and X as total expenditures on goods 

and services. Then by definition, 

k, x O) 

We can also define similar concepts for each spending unit in the economy. 

Thus, kt>1, Mt,i, and X1 may stand for the ratio of cash balances to expendi¬ 

tures, the amount of cash balances, and the volume of expenditures, respec¬ 

tively, for the first spending unit in the economy; ktj2, Mfj2, and X2 may 

stand for similar concepts for the second spending unit, and so on. Then, if 

there are n spending units in the economy, we have 

M< = Mt,i -f- M<,2 -{-••• + Mt,„ 

and 

X = Xx + X2 + • • • + Xn 

Since the kt’s of the individual spending units are defined as kttl = Mttl/Xu 
ktj2 — Mt>2/X2, and so on, we have 

Mt = kuKi "b kt,2X2 -]-**• + kt,nXn 

Substimting this into Equation 3 above, we obtain 

, kt, 1X1 + kt, 2X2 + • • • + kt,nXn 

or 

kt = kt,l + kt,2 ~ -f- * * • -f- kt (4) 

Let us now define ky as the ratio of transactions balances to gross national 

product (Y). That is, 

(5) 

As was shown in the discussion of national income accounting in Chapter 2, 

the gross national product (Y) is substantially smaller than total expendi¬ 

tures on goods and services by all spending units (X), because the latter 
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total includes a large amount of intermediate transactions which are canceled 

out in calculating the GNP in order to avoid double-counting. Thus, we 

can rewrite Equation 5 as: 

, _ M, X 

" X ' Y 

or 

Finally, substituting for kt the value given by Equation 4, we can write 

, f. X,, Xo , X„1 X 

From this last expression, it is apparent that ky, the ratio of transactions 

balances to GNP, depends upon ( 1) the ratios of cash balances to expendi¬ 

tures for the individual spending units (the individual kt’s); (2) the shares 

of total expenditures carried out by individual spending units (the ratios 

Xx/X, X2/X, etc.), which serve as weights to be used in averaging the 

individual kt’s; and (3) the ratio of total expenditures on goods and services 

to the GNP (X/Y). Although there is little if any evidence concerning the 

values of the kt’s of individual spending units, it is customarily assumed— 

and with a certain amount of plausibility—that the payment patterns (fre¬ 

quency of receipts, frequency of expenditures, and degree of coincidence of 

receipts and expenditures) on which the kt’s depend are not likely to change 

significantly in the short run. While the distribution of expenditures among 

spending units, which serve as the weights of the kt’s in the expression for 

ky, undoubtedly change as GNP changes, there is no evidence that they 

change in a systematic way which would make ky rise or fall as GNP 

changes. Similarly, there is no evidence that the ratio of total expenditures 

to GNP changes systematically as GNP changes in the short run.10 For these 

10 In the longer run, there are likely to be changes in ky, but it is not entirely clear 
what the direction of these changes will be. Systematic changes in payment patterns may 
alter the kt’s of individual spending units so as to increase or decrease ky. For example, if 
there is a systematic shift from payment of wages and salaries weekly to semimonthly or 
monthly payments, this may raise the kt’s of many people and thus raise ky. Vertical inte¬ 
gration of industry—that is, the combining in one firm of operations formerly conducted 
by separate firms, such as the taking over of iron ore mining operations by firms producing 
steel—will reduce intermediate expenditures relative to GNP, thus reducing X/Y in 
Equation 6 and probably causing ky to decline. The commonsense interpretation of this is 
that vertical integration means that some transactions formerly occurring between firms 
and requiring money payments become transactions between units of the same firm which 
can be settled by accounting entries. A reduction in money payments is likely to cause a 
reduction in the transaction demand for money. Such a result is not absolutely certain, 
however, because vertical integration also changes some of the k,’s and their weights, with 
results that are not, in general, easily determined. 
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reasons, it has been rather commonly assumed that ky is a stable magnitude 

in the short mn and that it is approximately correct to treat it as a constant. 

That is, it has frequently been assumed that the demand for transactions 

balances changes in proportion to income.11 

Recently, however, it has come to be recognized that the demand for cash 

balances for transactions purposes may depend upon the interest rate as well 

as the level of income.12 A spending unit which receives money payments all 

or part of which will be needed at a later date for the payment of 

obligations need not necessarily hold the receipts in cash during die period 

involved. Instead, the spending unit may invest the funds in interest-bearing 

securities and then disinvest (i.e., sell the securities) before the payment 

comes due. The advantage of this procedure, of course, is that interest is 

earned on the securities during the period of investment. There are, however, 

certain costs that must be set against the interest returns, the most important 

of which are the fees and commissions that must be paid to dealers in 

securities at the time the securities are bought and sold.13 If spending units 

systematically balance returns against costs in order to minimize the losses 

attributable to the holding of sterile cash balances, the tendency to invest 

and disinvest in securities will increase and the average cash balance held at 

a given level of expenditures will fall as the interest returns obtainable rise 

relative to the costs of engaging in security transactions.14 As a result of 

11 This assumption is suggested as plausible, for example, by Keynes, op. tit., p. 201. 

12 This possibility was pointed out in A. H. Hansen, Monetary Theory and. Fiscal Policy 
(New York: McGraw-Hill Book Co., 1949), pp- 66-68. 

13 Unless there are claims available whose prices are fixed or at least quite stable, the 
risk of loss from having to liquidate claims at times when prices are unfavorable in order 
to meet transactions needs will tend to deter investment of transactions balances in interest- 
bearing debt instruments. However, very short-term debt, such as U.S. Treasury bills ma¬ 
turing in 30 days or less, fluctuate very little in price as interest rates change, for reasons 
discussed above in connection with Table 10-1, and are therefore quite safe investments 
for transaction balances. 

14 A simple example will serve to illustrate the possible effect of the interest rate on 
the demand for transactions balances. Suppose a spending unit receives a payment of 
$2,000 which it expects to need to meet an obligation of that amount one month later. If 
the cost of buying or selling securities is $0.50 per transaction plus $0.10 per $100 of 
securities bought or sold, it will cost $2.50 ($0.50 + $0.10(20]) to invest the $2,000 in 
securities at the beginning of the period and an equal amount to sell the securities when 
the payment needs to be made, or a total cost of $5 for investment and disinvestment. If 
the interest rate is 4 percent per annum, the interest earnings on $2,000 for one month 
will amount to $6.67 (0.04[$2,000] -i- 12), and the net return from investment in the 
securities will be $1.67 ($6.67 — $5). On the other hand, if the interest rate is 2 percent, 
the interest earnings will be $3.33 (0.02($2,000 -f- 12]), which is less than the $5 cost 
involved. At an interest rate of 3 percent, the earnings ($5) will be just equal to the cost. 
Thus, apart from the risks involved, it will pay to invest in securities for the one month 
period if the interest rate is in excess of 3 percent. For a much more sophisticated analysis 
of this matter, see W. J. Baumol, "The Transactions Demand for Cash: An Inventory 
Theoretic,” Quarterly Journal of Economics, Vol. LXVI, November 1952, pp. 545-56; 
and James Tobin, "The Interest Elasticity of the Transactions Demand for Cash,” Review 
of Economics and Statistics, Vol. XXXVIII, August 1956, pp. 241-47. 
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these considerations, it is now fairly generally conceded that the demand for 

transactions balances—especially on the part of larger and more sophisti¬ 

cated spending units—is sensitive to interest rates. We may conclude that 

the transactions demand for money varies directly with the level of income 

(GNP) and inversely with the rate of interest. 

The Precautionary Motive. Money—currency and demand deposits— 

has an important advantage over other assets arising out of the fact that it 

can readily be used to buy goods, services, or securities. Any asset other than 

money must ordinarily first be sold in a market or otherwise converted into 

money, which can then be used to purchase the desired item. That is, money 

is the one asset that possesses perfect liquidity. Of course, moneys advantage 

of perfect liquidity is counterbalanced by the important disadvantage that it 

pays its holder no appreciable interest or dividend returns.15 

It seems clear that most spending units hold some amount, of cash 

balances in excess of the minimum called for by the transactions considera¬ 

tions discussed in the previous section.16 To some extent, cash balances are 

held for what have come to be called precautionary purposes. In part, such 

balances are held in order to be prepared to deal with emergencies. The 

family going on an extended vacation trip prefers to have some cash in 

excess of the bare needs of food, lodging, entertainment, and so on, to be 

used in case some member of the family should become ill and require 

treatment or in case the family car should break down. Similarly, the 

business firm ordinarily carries some cash or other relatively liquid assets in 

excess of bare transactions needs in order to be prepared to deal with 

emergencies, such as the failure of one of its customers to pay for merchan¬ 

dise at the expected time. The firm would not want to be forced into the 

position of being unable to meet its own obligations as a result of troubles 

experienced by its customers. 

In addition to the desire to be prepared to deal with unexpected emergen¬ 

cies, precautionary balances may also be held in order to be able to take 

advantage of bargains. For example, it is a great advantage to a family to 

have sufficient cash on hand to be able to purchase clothing for the children 

at a time when merchandise goes on sale at reduced prices, even though such 

15 Most banks -levy service charges against their customers for each check written and 
for each deposit made. A credit is usually allowed against these service charges which 
depends upon the size of the customer’s average balance. Thus, within limits, an increase 
in the average balance in a checking account yields a return in the form of a reduction in 
service charges. In principle, of course, there is no reason why interest could not be paid 
on checking accounts, and this was, in fact, common practice prior to the mid-1930’s. At 
that time, it was felt that the payment of' such interest had encouraged unsound banking 
practices and contributed to the large number of bank failures that occurred after 1929, 
and since that time all banking jurisdictions in the United States have prohibited the pay¬ 
ment of interest on demand deposits. 

16 For an excellent discussion of the motives for holding money, especially the pre¬ 
cautionary motive, see A. G. Hart and P. B. Kenen Money, Debt, and Economic Activity 
(3d ed.; New York: Prentice-Hall, Inc., 1961), chap. xiv. 
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purchases are not called for by immediate needs. Similarly, a business firm 

may find that the possession of liquid assets in excess of immediate require¬ 

ments permits it to take advantage from time to time of unexpected oppor¬ 

tunities to make highly advantageous deals. 

Thus, precautionary balances are held to meet emergencies and to take 

advantage of bargains. It is immediately necessary to point out, however, 

that resources available for these purposes are not limited to cash balances. 

The spending unit may also hold time deposits which yield an interest return 

and which can ordinarily be turned into cash on short notice; or it may hold 

government or other securities which can quickly be sold to raise the needed 

funds. Furthermore, the precautionary motive may be met at least partially 

by having an open "line of credit” with a bank—that is, an arrangement 

under which the spending unit is guaranteed access to bank credit should a 

need unexpectedly arise, with a moderate fee ordinarily being charged for 

the service. The development and increasingly widespread use of credit cards 

in recent years has undoubtedly reduced the precautionary demand for cash 

balances by households. However, all of the substitutes for money for 

purposes of satisfying precautionary needs have some disadvantages either in 

the form of monetary costs (in the case of lines of credit), time required for 

conversion into cash (in the case of time deposits), or risk of loss due to 

possible price fluctuations (in the case of most types of securities). On 

balance, therefore, it is commonly desirable to hold at least a portion of the 

assets needed to satisfy the precautionary motive in the form of cash 

balances. 

Although it is virtually impossible to isolate cash balances held for 

precautionary purposes from other cash balances and study separately the 

factors determining the demand for precautionary balances, theoretical con¬ 

siderations suggest that this demand would be systematically related to the 

interest rate and the level of income. The carrying of precautionary balances 

is in part a convenience, the demand for which, like that for any other good 

or service, presumably depends upon the price. The price in this case is the 

interest foregone by carrying sterile cash balances rather than interest-bear¬ 

ing claims. A lower rate of interest would presumably encourage the 

holding of larger precautionary cash balances in two ways: (a) by cheapen¬ 

ing provisions for liquidity for precautionary purposes generally, and (b) by 

increasing the attractiveness of holding cash for the purpose, as compared 

with time deposits and marketable securities. Thus, the demand for cash 

balances for precautionary purposes presumably increases as the interest rate 

falls. 

The demand for precautionary balances can be expected to increase as 

income rises for two reasons. First, just as persons buy more food, clothing, 

and other goods and services as their incomes rise, so they can be expected to 

purchase more of that particular type of convenience and security that can 

be derived from the holding of larger precautionary balances. Second, as 
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income levels rise, the scale of business operations and of financial commit¬ 

ments increases, thus increasing the "need” for precautionary balances. We 

may conclude that the demand for precautionary cash balances varies in¬ 

versely with the rate of interest and directly with the level of income. 

Finally, it should be noted that the precautionary demand for money may at 

times be quite sensitive to changes in expectations and the general business 

outlook. For example, when fears of depression and unemployment make 

their appearance, both households and business firms may strive to increase 

their precautionary balances as a means of strengthening their financial 

positions so as to be able to ride out the impending storm. On the other 

hand, when the business outlook improves and optimism begins to prevail, 

the demand for precautionary balances may be reduced. 

The Speculative Motive. Broadly speaking, there are three basic forms 

in which a person may hold his wealth: money, debt claims, and goods. 

Ownership of business enterprises in the form, for example, of common 

stock which represents a proportionate participation in the earnings and 

assets of a corporation, is referred to as "equity investment” or "equities.” 

Since business enterprises produce goods (or services) for sale, their for¬ 

tunes are tied to the forces that cause fluctuations in the value of the goods 

produced; and, consequently, for purposes of our present rather broad 

classifications, equities may be regarded as having essentially the same 

investment properties as goods. 

Each of these three broad classes of wealth has its own peculiar advan¬ 

tages and disadvantages to the investor. As we have seen, money has the 

advantage of perfect liquidity combined with the disadvantage of yielding 

no income in the form of dividends, interest, or capital appreciation. Debt 

claims yield an interest return, and in the case of marketable debt are subject 

to price fluctuations which are inverse to movements of interest rates, as 

explained earlier in this chapter. This is, when interest rates are expected to 

fall, debt claims may be attractive since there is a prospect of capital gains to 

supplement interest earnings. On the other hand, when interest rates are 

expected to rise, debt claims are less attractive since their ownership may 

entail capital losses. Both money and debt differ from goods (and equities ) 

in the sense that their values do not fluctuate with the price level of goods 

and services. Thus, both money and debt mayT>e unattractive to investors at 

times when the price level is expected to rise, since their real value may be 

expected to fall at such times. Conversely, when the price level is expected 

to fall, both money and debt may be attractive since appreciation in their 

real value may be expected. Investment in goods or in equities, on the other 

hand, is attractive when the price level is expected to rise, since their prices 

can be expected to move in the same direction as the price level. On the 

other hand, when the price level is expected to fall, goods or equities are less 

attractive. 

These are, of course, broad generalizations. There are in practice many 
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types of debt claims in terms of maturity, risk, and other contractual 

provisions. Similarly, there are many goods in which one may invest, as well 

as a wide variety of equity investments in enterprises of varying degrees of 

success producing a wide range of goods and services; not all of these are 

equally attractive investments at any particular time. Success in managing 

investments is as much a matter of choosing the particular bonds, commodi¬ 

ties, or stocks to be purchased or sold at a particular time as it is a matter of 

timing shifts of funds between the broad categories of money, debt, and 

goods or equities to take advantage of expected movements of prices and 

interest rates. Nevertheless, it is this latter aspect of the problem that 

concerns us at the present time. 

In the model we have been developing, the expected returns from 

holding goods (or investing in facilities for producing goods or services) are 

reflected in the marginal efficiency of investment schedule. Our present 

discussion, on the other hand, relates to the factors determining the relative 

attractiveness of money and debt claims to investors. 

Superficially it would appear that once the transactions and precautionary 

motives for holding money have been taken care of, the investor would 

always be better off to hold debt claims rather than money, since debt yields 

interest while money does not. Upon careful examination, however, it is 

apparent that there may be circumstances in which, strictly from the stand¬ 

point of maximizing expected returns on investment, it is preferable to hold 

money rather than debt. 

The problem can best be explored by means of a simple illustration.17 

Suppose an investor has a specified sum of money to be allocated between 

money and debt claims and that the only debt claims available are 4 percent 

consols having a face value of $1,000. Let us assume that initially the 

interest rate on consols is 4 percent, so that consols are selling at par, and 

that the investor is holding half of his wealth in money form and half in 

consols. We shall consider the adjustments he might make in the composi¬ 

tion of his wealth as the interest rate on consols changes. 

The details of the example are presented in Table 11-2. In constructing 

the example, it was assumed that the investor has a "time horizon” of one 

year—i.e., that he bases his investment decisions on the returns to be 

expected from holding consols for one year, taking into account not only 

contractual interest payments but also any capital gains or losses to be 

expected during that time. It will become apparent from the example that 

the investor’s behavior will be crucially affected by his interest rate expecta¬ 

tions. When the interest rate is at its initial level of 4 percent, it is assumed 

that the investor expects interest rates to be at that same level of 4 percent at 

the end of one year, so that there is no expected capital gain or loss to be 

17 For a much more sophisticated analysis of this question, see James Tobin, "Liquidity 
Preference as Behavior Towards Risk,” Review of Economic Studies, Vol. XXV, February 
1958, pp. 65-86. 

I 
i 
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experienced from holding a consol for that period, and the expected yield for 

one year is 4 percent. 

Suppose, however, that the interest rate on consols rises to 4.5 percent, 

so that the price falls to $888.89 ( $40 -4- 0.045) .18 It is assumed in Table 

11-2 that the rise in the current interest rate on consols from 4 to 4.5 percent 

causes the investor to revise his expectations concerning the interest rate at 

the end of one year upward from 4 to 4.25 percent. Thus, the price expected 

at the end of a year is now $941.18 ( $40 -r- 0.0425), and the investor will 

expect a capital gain of $52.29 ($941.18 — $888.89) from investing in 

TABLE 11-2 

Expected Yields from Holding 4 Percent $1,000 Consol 
for One Year at Various Levels of Current and 

Expected Future Interest Rates 

Present 

Interest 

Rate 

(Percent) 

Expected 

Future 

Interest 

Rate 

(Percent) 
Present 

Price* 

Expected 

Future 

Priced 

Interest 

Earn- 

ings 

Capital 

Gain 

or Loss 

(-)t 

Total 

Return§ 

Rate of 

Return\\ 

CPercent' 

Composition 

) of Wealth 

. . .4.50 $ 800.00 $ 888.89 $40 $ 88.89 $128.89 16.1 All bonds 
....4.25 888.89 941.18 40 52.29 92.29 10.4 Mostly bonds 
....4.00 1,000.00 1,000.00 40 40.00 4.0 Half bonds 
....3.75 1,142.86 1,066.27 40 -76.19 -36.19 -3.2 Few bonds 

3.00. . . ....3.50 1,333.33 1,142.86 40 ■ -190.47 -150.47 -11.3 No bonds 

* $40 present interest rate, 
f $40 -5- expected future interest rate, 
j Expected future price — present price. 

§ Interest earnings + capital gain or loss. 
|{ Total return -5- present price. 

a consol and holding it for one year. When interest of $40 is added in, the 

total return expected for one year is $92.29; the rate of return for one year 

is thus 10.4 percent ($92.29 -4- $888.89). 

The other entries in Table 11-2 are calculated in a similar fashion. The 

general rule that is assumed to govern the investor’s interest rate expecta¬ 

tions is that any change in the current interest rate on consols causes the 

investor to adjust his expectations concerning the rate at the end of one year 

in the same direction as the movement of the current interest rate and by an 

amount equal to one half of the change in the current interest rate. One 

interpretation of this rule is that the investor believes any change in the 

interest rate away from 4 percent will be temporary and that by the 

18 This and the succeeding calculations of the price of consols (including those in 
Table 11-2) employ the formula V = cP/r (see p. 214 above). In this particular cal¬ 
culation, c (the coupon rate) is 0.04, P (the principal value) is $1,000, and r (the mar¬ 
ket rate of interest) is 0.045, so that V = (0.04) ($1,000)/0.045 = $40/0.045 = 
$888.89. 
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expiration of one year the interest rate will have moved halfway back 

toward the 4 percent level. 

Under these conditions, as can be seen from the next-to-last column of 

Table 11-2, the return to be expected from holding consols for one year 

moves up and down with the current interest rate, but the movement is 

substantially magnified. Thus, the expected return is 16.1 percent when the 

current interest rate is 5 percent and (as explained above) 10.4 percent 

when the current interest rate is 4.5 percent. It is especially to be noted that 

when the current interest rate falls to 3.5 percent, the expected yield for one 

year becomes negative to the extent of 3.2 percent, due to the fact that the 

expected capital loss ($76.19) exceeds the interest earnings ($40). When 

the current interest rate falls to 3 percent, the expected yield for one year 

becomes a negative 11.3 percent. 

It is now apparent that an investor having expectations such as those 

assumed in constructing Table 11—2 might under some circumstances prefer 

to hold noninterest-bearing cash balances rather than interest-bearing securi¬ 

ties, because he expects the price of the securities to decline over the period 

of his calculations by more than his interest earnings and leave him with a 

net loss. 

At first glance, in fact, it would seem that the investor would simply 

invest all of his resources in bonds if he expected them to yield a positive 

return and all of his resources in cash if the expected yield on bonds over his 

horizon was negative. What this overlooks, however, is uncertainty. The 

investor knows that he may turn out to be wrong in his expectations 

concerning future changes in the interest rate; consequently, he will not 

necessarily be prepared to stake all of his resources on his expectations. 

However, when his expectations are of the type assumed, the expected 

return from holding bonds rises as the interest rate rises and falls as the 

interest rate falls; moreover the further the interest rate departs from 4 

percent, presumably the greater becomes the degree of certainty with which 

the investor expects the rate to move back in the direction of 4 percent. 

Consequently, he will tend to increase the proportion of his resources held in 

bonds at the expense of the proportion held in cash as the interest rate rises; 

and, conversely, he will tend to increase his holdings of cash at the expense 

of bonds as the interest rate declines. This behavior is indicated in the last 

column of Table 11-2. If investors generally behave in the fashion postu¬ 

lated in this example, the speculative demand for money will take the form 

of a downward sloping schedule such as that shown in Figure 11—1; that is, 

the speculative demand for money will increase as the interest rate falls. 

The analysis outlined above depicts the typical investor as having a kind 

of conventional view concerning the interest rate, or, to put it another way, 

as having in mind a "normal” level of the interest rate toward which he 

expects the actual interest rate to gravitate. In the example developed in 

Table 11-2, this conventional or normal interest rate is 4 percent; the 
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further the interest rate departs from this level, the stronger becomes the 

investor’s anticipation that the rate will move back in the direction of the 4 

percent level. The conventional or normal interest rate is presumably related 

to the past experience of investors and reflects the fact that the interest rate 

is a rather "sticky” price which does not fluctuate over a wide range and 

which tends to move up and down with changing economic conditions. Of 

course, events may occur which cause a widespread revision of investors’ 

expectations concerning the conventional or normal interest rate. For exam¬ 

ple, if the monetary authorities should succeed in convincing investors 

FIGURE 11-1 

Schedule of the Speculative Demand for Money 

generally of their intention and ability to bring about a permanent decline 

in interest rates, investors might revise downward their views as to the 

conventional or normal rate from the neighborhood of 4 percent to that of 3 

percent. Such a development would cause the speculative demand curve to 

shift downward—for example, from position LL to position L'L' in Figure 

11-1. 

It is possible that if the interest rate falls sufficiently far below normal, 

investors will become firmly and unanimously convinced that it must rise in 

the near future. In this situation, the speculative demand for money may 

become completely elastic—that is, the schedule may become entirely hori¬ 

zontal as it does to the right of point .4 of the LL schedule in Figure 11-2. 

This situation, often referred to as a liquidity trap, means that the specula¬ 

tive demand for money becomes virtually a bottomless pit; that is, investors 

will absorb unlimited quantities of money into idle balances without using 

any of it to buy bonds. This possibility, first suggested by Lord Keynes, has 

come to be an almost standard explanation of the alleged ineffectiveness of 
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monetary policy in time of severe depression. We shall return to this matter 

later in this chapter. 

We may conclude from the above analysis that the speculative demand 

for money depends upon the interest rate and that the demand increases as 

the interest rate declines. It is very important to notice, however, that the 

analysis developed above assumes that the only debt instruments available to 

the investor are long-term bonds (consols in the example worked out in 

Table 11-2). However, the theory is very substantially altered when the 

FIGURE 11-2 

Perfectly Elastic Speculative Demand for Money 

existence of short-term debt is taken into account, since in this case the 

investor has the alternative of investing his funds in interest-bearing short¬ 

term debt when long-term bonds become unattractive.19 After the appear- 

19 Suppose the interest rate on long-term bonds falls below "normal” and the investor 
expects it to rise in the future so that he will experience a capital loss sufficient to wipe 
out his interest return over his time horizon. If the only alternative financial asset available 
to him is noninteresting-bearing money (demand deposits and currency), he may be bet¬ 
ter off to hold this than bonds so that he will shift into money as in Table 11-2. If, how¬ 
ever, as is the case in reality, there are debt instruments available to him which yield an 
interest return and which will mature and be paid off at their par value within his time 
horizon, he can invest in these debts without risk of capital loss. Thus, in practice, when 
interest rates fall in this way, investors have a tendency to shift from long-term debt to 
short-term debt, causing short-term rates to fall below long-term rates. Conversely, when 
rates rise above the normal level so that investors expect to reap capital gains from holding 
long-term bonds, they tend to sell short-term debt and shift into long-term debt, causing 
short-term interest rates to rise above long-term interest rates. As a consequence, specula¬ 
tive behavior of the kind depicted in Table 11-2 seems to govern movements of the term 
structure of interest rates rather than being an important factor determining the demand 
for money. This matter is taken up more extensively in Chapter 14. 
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ance of Lord Keynes’ General Theory a quarter of a century ago, the 

tendency was to regard the demand for money as being sensitive to the 

interest rate as a result of the operation of the speculative motive. Partly as a 

result of the complications introduced into the theory due to the existence of 

short-term debt and partly as a result of research on transactions demand, 

the recent tendency has been to attribute the greater portion of the interest 

sensitivity of the demand for money to the transactions and precautionary 
• 20 

motives. 

The Total Demand for Money 

There are various ways of formulating the demand for money which 

would be consistent with the requirements that the demand increase as 

income rises and decrease as the interest rate rises. However, we shall 

explain one very simple formulation which seems to square reasonably well 

with the facts and also fits in with the above discussion. Suppose we start 

with the hypothesis that the ratio of money to income is a linear (straight- 

line ) function of the reciprocal of the interest rate. That is, 

M 

Y 
a —b b 

r 
(7) 

Here M is the money stock, Y is gross national product, r is the interest rate, 

and a and b are constants to be estimated by statistical procedures.21 

Using the techniques of regression analysis, it has been found that the 

function of the type of Equation 7 above that best explains the relationship 

between M/Y and l/r for the long period from 1892 to 1958 is22 

20 It should be noted that the speculative demand for money is critically dependent 
upon the type of expectations that are assumed to prevail. If instead of expecting interest 
rate movements to be self-reversing, as was assumed in the above example, investors expect 
rate movements to be cumulative, the nature of the speculative demand for money is 
drastically altered. For example, if a rise in the interest rate on consols from 4 to 4.5 
percent causes an investor to expect the rate to continue to rise to 4.75 percent by the end 
of the year (instead of expecting the rate to fall back to 4.25 percent, as is assumed in 
Table 11—2), the expected price at the end of the year will be $842.11, and the investor 
will expect to incur a capital loss of $46.78 ($888.89 — $842.11), which will more than 
wipe out the interest of $40. In this case, a rise in the interest rate will encourage him to 
sell bonds and shift into money, thus giving the speculative demand schedule for money a 
positive rather than a negative slope. However, while such expectations may prevail for 
short periods of time, there is much indirect evidence that the self-reversing type of ex¬ 
pectations described in the text and assumed in constructing Table 11-2 are normally 
prevalent. 

21 This particular formulation of the relationships among money, income, and interest 
rate was first suggested in H. A. Latane, "Cash Balances and the Interest Rate—A Prag¬ 
matic Approach,” Review of Economics and Statistics, Vol. XXXVI, November 1954, pp. 
456-60. 

22 This result is taken from C. F. Christ, "Interest Rates and 'Portfolio Selection’ among 
Liquid Assets,” in Measurement in Economics (Stanford, Calif.: Stanford University Press, 
1963), pp. 201-18. 
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M 1 
— = 0.72- + 0.13 (8) 
± T 

as depicted graphically in Figure 11-3. The interest rate used here is the 

yield on long-term high-grade corporate bonds expressed as a percentage. 

Thus, the values of the constants in Equation 7 which have the greatest 

explanatory value for the period considered are a — 0.72 and b— 0.13. This 

FIGURE 11-3 

Empirical Relation between Ratio of Money to Income and Re¬ 
ciprocal of Interest Rate 

relation with 1/r "explains” about 75 percent of the variation in M/Y from 

year to year. The remaining 25 percent that is not explained may be 

attributed to shifts from time to time in the demand function for money due 

to factors not included in the equation. For example, during a severe 

depression such as that of the 1930’s, the precautionary demand for money 

may shift upward as economic units desire to hold more money to protect 

themselves against the ravages of unemployment than would be expected on 

the basis of the long-term relationship. 

Superficially Equation 8 does not appear to have much similarity to the 

analysis developed earlier in this chapter; however, it is a simple matter to 

convert it into a much more familiar form. Multiplying both sides of the 

equation by Y, we obtain 

M = 0.72- + 0.13T 
r 

(9) 
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According to the equation in this form, the demand for money increases in 

proportion to income if the rate of interest is held constant. Thus, if the rate 

of interest is 4 percent, we have , 

M = 0.72 (j- + 0.13Y = 0.18Y-t-0.13r= 0.31Y 
4 

That is, at 4 percent interest, the amount of money demanded is 31 percent 

of GNP. Similarly, at 6 percent interest, the amount of money demanded is 

25 percent of GNP. 

Suppose now that we hold the GNP constant at $800 billion and see 

what happens to the demand for money as the interest rate changes. 

Substituting $800 billion for Y in Equation 9, we obtain 

800 
M = 0.72-b 0.13(800) 

Y 

or 

(10) 

Substituting values from 1 percent to 8 percent for r in Equation 10, we 

obtain the amount of money demanded at each of these interest rates. The 

results are shown in the second column of the following table: 

M = — + 104 
r 

Amount of Money Demanded (Billion $) 
Interest Rate (r) -------- 

(Percent') Y = $800 Billion Y — $1,000 Billion 

1.680.0 850.0 
2 .392.0 490.0 
3 .296.0 370.0 
4 .248.0 310.0 
5 .219.2 274.0 
6 .200.0 250.0 

7 .186.3 232.8 
8 .176.0 220.0 

In similar fashion, the amount of money demanded at each interest rate 

when GNP is $1,000 billion is given by the equation 

M = — + 130 
r 

and the amounts demanded at interest rates from 1 to 8 percent are given in 

the last column of the above table. 
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Demand curves for money for GNP of $800 billion and GNP of $1,000 

billion are shown in Figure 11—4. These curves, which were obtained by 

plotting the figures shown in the table above, show the amounts of money 

that would be demanded at various interest rates for the indicated levels of 

GNP, assuming the demand for money is of the type described in Equation 

FIGURE 11-4 

Empirical Demand Curves for Money at GNP Levels of 
$800 Billion and $1,000 Billion 

AMOUNT OF MONEY DEMANDED 
(BILLIONS OF DOLLARS) 

8 or Equation 9 above. It is customary to describe demand curves for money 

such as those shown in Figure 11-4 as liquidity preference schedules. 

In terms of the analysis developed earlier in this chapter, the fact that, as 

shown in Figure 11—4, the liquidity preference schedule shifts to the right 

when the GNP rises reflects the fact that the demand for money to satisfy 

the transactions motive—and probably to some extent the precautionary 

motive—-rises as income rises. The fact that at a given level of GNP the 

liquidity preference schedule slopes downward to the right probably reflects 

primarily the fact that the quantity of money demanded to satisfy the 

transactions motive increases as the interest rate falls, although it may also 



232 • Macroeconomics 

reflect to some extent the response of the precautionary and speculative 

demands. 

The particular demand-for-money function employed above (Equation 

8) is one of several that have been obtained by various investigators, and it 

was used for illustrative purposes. Accordingly, the student is warned not to 

take the exact details of this equation too seriously. A full examination of 

the controversial issues that have been uncovered as a result of recent 

research on the demand for money would require a detailed analysis of the 

financial sector of the economy that is well beyond the scope of this book.23 

However, while the various investigations have turned up results that differ 

in detail, nearly all of the investigations agree on the fundamental proposi¬ 

tion that the demand for money increases as income increases and as 

interest rates decline.24 

It may be noted that the demand for money is undoubtedly affected by 

the availability of close substitutes for money and by the general financial 

structure of the economy. The functioning of the financial system has been 

changed from time to time as a result of innovations in financing techniques, 

such as the introduction of the negotiable time certificate of deposit in the 

1960’s, and such dynamic changes have probably affected the demand for 

money significantly. Thus, while there is strong evidence that the demand 

for money depends on income and interest rates, the nature of the relation¬ 

ship has probably changed from time to time as a result of financial 

innovations. 

THE DETERMINATION OF THE INTEREST RATE 

We have discussed above the demand for money at considerable length, 

considering the individual motives for holding money and indicating the 

nature of the total demand curve for money. We shall now bring the 

23 For a useful and informative survey of recent research on this subject, the student 
is referred to R. L. Teigen, "The Demand for and Supply of Money” in W. L. Smith and 
R. L. Teigen (eds.), Readings in Money, National Income, and Stabilization Policy 

(2d ed.; Homewood, Ill.: Richard D. Irwin, Inc., 1970). 

24 The one major study which reaches significantly different results is that of Milton 
Friedman (“The Demand for Money: Some Theoretical and Empirical Results,” Journal 

of Political Economy, Vol. LXVII, August 1959, pp. 327-51, reprinted in R. A. Gordon 
and L. R. Klein [eds.], Readings in Business Cycles [Homewood, Ill.: Richard D. Irwin, 
Inc., 1965], pp. 427-55). Friedman defines money to include time and savings deposits 
in commercial banks (in addition to demand deposits and currency, which are the sole 
items included in the usual definition),. and he postulates that the demand for money 
depends on "permanent income” (for an explanation of this concept as used by Friedman, 
see Chapter 5 above, pp. 108-10) rather than current income as measured in the national 
income accounts. Using these rather unusual concepts and definitions, Friedman succeeds 
in explaining the demand for money fairly satisfactorily without employing the interest 
rate as an explanatory variable (although he recognizes that, in principle the demand for 
money should depend on the interest rate). With the exception of Friedman’s work, all 
of the investigations of which the present writer is aware have found that interest rates 
have a significant effect on the demand for money. 
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demand for money together with the supply of money to show how the 

interaction of the two determines the interest rate. 

Let us suppose, to begin with, that the level of GNP is given and that the 

demand for money at that level of GNP is given by the liquidity preference 

schedule LL in Figure 11-5. The supply of money is simply the stock of 

money available to satisfy the demand. For our present purposes, however, it 

FIGURE n-5 

Determination of the Rate of Interest by Demand for and Supply 
of Money 

AMOUNT OF MONEY (BILLIONS OF DOLLARS) 

will suffice to view the stock of money as simply being determined by the 

central bank or other monetary authority through its ability to control the 

available supply of cash reserves to the banking system, using for this 

purpose such devices as open market purchases and sales of government 

securities or changes in the percentages of their deposit liabilities that 

commercial banks are required to hold in cash. Thus, the money supply 

(stock) schedule is a vertical line which shifts to the right when the central 

bank takes action to increase the money supply and to the left when 

measures are taken to reduce the money supply. Such a money supply 

schedule is represented, for example, by the vertical line MM in Figure 

11-5; let us suppose that this is our money supply schedule to begin with. 

If LL is the liquidity preference schedule or demand for money and MM 

is the supply curve of money, the rate of interest will be established at rx 

where demand and supply are equal. If the interest rate is higher than the 

supply of money will exceed the demand, thus driving down the rate of 
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interest; similarly if the rate is below r1} the demand will exceed supply, thus 

driving up the rate of interest. 

Suppose now that the central bank takes steps to increase the money 

supply, causing the supply curve to shift to the right and take up the 

position M'M' in Figure 11—5. At the prevailing interest rate, rx, the supply 

of money now exceeds demand by the amount AB. The holders of surplus 

money use it to buy bonds, thus raising the price of bonds and lowering the 

interest rate. Assuming that the demand curve remains unchanged, the 

interest rate will continue to fall until it reaches r2, at which level the 

demand for money will have increased sufficiently to induce people to hold 

the expanded stock of money. 

The interest rate may also be changed as a result of an autonomous 

change in the liquidity preference schedule. For example, if expectations 

concerning future business conditions should deteriorate, the demand for 

money might increase as spending units attempt to increase their holdings of 

money for precautionary purposes. Suppose such a development causes the 

demand curve in Figure 11-5 to shift from LL to UU. At the ruling rate of 

interest, rlt the demand for money now exceeds the supply by the amount 

AC. Spending units attempt to achieve the desired increase in their money 

holdings by selling bonds. Although they cannot obtain more money in the 

aggregate since the supply remains fixed, their efforts result in a fall in the 

price of bonds and a rise in the interest rate. Assuming the demand curve 

remains at the new position L'L', the rate of interest will rise until it reaches 

r3, at which point the new demand comes into balance with the fixed supply, 

MM. 

The reader should realize that the treatment of the financial sector of the 

economy in this chapter has been considerably simplified. Two aspects of 

this simplification are especially worth noting. 

1. Throughout this chapter (and also in our discussion of the marginal 

efficiency of investment in Chapter 8), we have talked about "the interest 

rate” as though there were only one such rate. In fact, of course, there are 

many interest rates, which differ according to the maturity of the debt 

instrument and according to the degree of risk adjudged to attach to that 

instrument. 

2. In drawing Figure 11-5, we assumed that the stock of money could be 

directly and exactly controlled by the central bank. This justified the treat¬ 

ment of the money supply schedule as a vertical line (MM or M'M') which 

was simply shifted to the left or the right by central bank action. Recent 

research on the financial sector of the U.S. economy has demonstrated that 

this is a considerable oversimplification. In particular, there are indications 

that instead of being completely unresponsive to changes in interest rates, as 

a vertical schedule would imply, the supply of money may be affected by 

changes in interest rates. 
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The oversimplified treatment of the financial sector developed in this 

chapter is a useful first approximation in the development of an overall 

explanation of income determination. Accordingly we shall adhere to it in 

Chapters 12 and 13. However, we will reconsider the financial sector in 

Chapter 14 in order to show how the introduction of some additional 

complications affects the analysis developed in Chapters 12 and 13- 



Chapter 

12 

MACROECONOMIC 

EQUILIBRIUM 

The discussion in Chapter 11 of the effects on the interest 

rate of changes in the supply of and demand for money considers only the 

reactions of the money market in isolation from the rest of the economy. For 

example, in considering the effects of an increase in the money supply it was 

assumed that the demand for money remained fixed in its original position 

LL in Figure 11-5. While this may be appropriate as long as the analysis 

relates to the very short run, it is a seriously incomplete description of the 

economic adjustments involved. The reason for this is that if an increase in 

the money stock lowers the rate of interest, investment will be stimulated to 

the extent that the marginal efficiency of investment schedule is elastic, as 

indicated in Chapter 8. The rise in investment will set off an expansion of 

income (GNP) via the multiplier mechanism explained in Chapter 6. Since 

the demand for money for transactions and precautionary purposes increases 

as income rises, the liquidity preference schedule will not remain in the 

position LL but will shift to the right as income rises. Similarly, in the case 

of an increase in the demand for money from LL to L'L', the resulting rise in 

the interest rate will reduce investment, thus causing GNP to decline and 

inducing a secondary shift in the demand for money back to the left. In 

order to deal satisfactorily with these indirect repercussions, it is necessary to 

pull together the main elements of the analysis developed in the earlier 

chapters of Part II. 

A SIMPLIFIED PRESENTATION 

A useful, although not entirely satisfactory, way of accomplishing this 

integration is depicted in Figure 12-1. Panel A on the left of Figure 12-1 

shows the liquidity preference schedule (LL), i.e., the demand schedule for 

money, and the externally determined supply of money (MM). These two 

schedules determine the rate of interest, which in this instance is rx. Turning 

next to Panel B, the interest rate, determined in Panel A, is brought together 

with the marginal efficiency of investment schedule (EE) to determine the 

236 
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rate of investment 71} in accordance with the analysis developed in Chapter 

8. Panel C presents the consumption function/multiplier analysis, as devel¬ 

oped in Chapters 5 and 6. When the amount of investment determined in 

Panel B is superimposed on the consumption function (C0C), the intersec¬ 

tion of the resulting total expenditure function (labeled C -f- It) and the 

45 ° guideline determines the level of income. 

FIGURE 12-1 

Simplified Presentation of Income Determination 

The chain of causation is shown schematically in Figure 12-2 and may be 

stated briefly in three steps: 

1. The money supply and liquidity preference determine the interest rate. 

2. The interest rate and the marginal efficiency of investment determine 

investment. 

3. Investment and the consumption function/multiplier mechanism deter¬ 

mine income. 

While this simple view of causation is useful for the student to get in 

mind, it does represent an oversimplification of the model we are working 

with. The reason is that it overlooks the fact that the demand for money for 

transactions and precautionary purposes depends on income; that is, there is 

a “feedback” from income to the liquidity preference schedule, which is 

shown by the long arrow pointing upward to the right in Figure 12-2. That 

is, in Figure 12-1, it is really not proper to take the position of the LL 
schedule as given in Panel A, since this position depends upon the level of 

income shown in Panel C. 
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FIGURE 12-2 

Schematic Summary of Factors Determining Income and Related Variables 

r---1 i-1 
| MONEY SUPPLY | | LIQUIDITY PREFERENCE |<-, 

RECOGNITION OF INTERDEPENDENCE 

In truth, the model we are using is a static interdependent model in which 

the equilibrium values of all of the variables are simultaneously determined. 

A graphical presentation which shows this interdependence is given in 

Figure 12-3.1 2 This figure should be studied in clockwise fashion beginning 

with Panel A in the upper left-hand corner. Panel A shows the relation 

between the interest rate (r) and money (M). It is constructed by measur¬ 

ing a distance to the right from the origin equal to the independently 

determined money supply and erecting a vertical line (MM). In order to 

facilitate the graphical presentation, the demand for money is assumed to be 

divisible into two distinct parts, one depending on income and the other 

depending on the interest rate. For purposes of exposition, we shall refer to 

the portion dependent on income as the transactions demand and the portion 

dependent on the interest rate as the asset demand? In Panel A, the asset 

1 This graphical presentation is a slight modification of the presentation given in 
I. O. Scott, Jr., "An Exposition of the Keynesian System,” Review of Economic Studies, 

Vol. XIX (1), 1950-51, pp. 12-18. 

2 The reader will note that this division of the demand for money is not strictly con¬ 
sistent with the results of the analysis presented earlier in this chapter, since that analysis 
led us to conclude that both the transactions and precautionary components of demand 
may depend on income, while the transactions, precautionary, and speculative components 
of demand may all depend upon the interest rate. However, the inconsistency is chiefly a 
matter of terminology and has no important effects on our conclusions. 
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FIGURE 12-3 

Graphical Presentation of Macroeconomic Equilibrium 

PANEL A PANEL 8 

PANEL D PANEL C 

demand schedule (LL) is drawn measuring to the left from the line MM. 
That is, at any interest rate the amount of money that would be desired as an 
asset is given by the distance between the curve LL and the line MM. Panel B 
shows the marginal efficiency of investment schedule (EE) relating the 
interest rate to investment. Panel C is simply the customary consumption 
function/multiplier diagram employing a 45° guideline, except that the 
axes are reversed as compared with our previous presentation (i.e., income is 
measured vertically and expenditures horizontally) and the whole diagram 
is shifted to the left so that the intersection of the consumption function 
with the horizontal axis falls directly beneath the origin of Panel B. Panel D 
shows the relation between income and the transactions demand for money 
—a relation which is assumed to be proportional, as described by the line 
OK. 

To see how Figure 12—3 works, suppose we select an interest rate, rx. 
Panel A shows that at this interest rate, the amount of money held as an 
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asset would be AM. Tracing over to Panel B, investment would be Zx; 

carrying this down to the horizontal axis of Panel C and from that point 

constructing a line (labeled C + /j) parallel to the consumption function, 

the intersection of this line with the 45° guideline gives the income Y1} as 

shown on the vertical axis. Consumption is C± as determined by the con¬ 

sumption function (the line CC) at income Yt in Panel G Tracing over to 

Panel D at income Ylt necessary transactions balances are found to be equal 

to OD, which is equal to OA in Panel A. 

The interest rate, ru and the corresponding values of other variables, I1} 

Y1} and Cl5 are equilibrium values, as can be seen from the fact that the 

amount of money held as an asset at interest rate r1 (the distance AM in 

Panel A) plus the amount of money held for transactions purposes at 

income Yx (the distance OA in Panel A) is just equal to the existing stock 

of money (the distance OM in Panel A). The student can verify for himself 

the fact that if we start with any interest rate other than r1 we will not come 

out right. (The solution—i.e., the combination r1} Ilt and Y1 which does 

come out right—was, of course, found by trial and error.) Thus, we have an 

interdependent system in the sense that there is only one set of values of the 

variables (r1} Ilt C±, Y±) which simultaneously satisfies all of the relation¬ 

ships. 

CHANGES IN CONDITIONS OF MACROECONOMIC EQUILIBRIUM 

A situation such as that depicted in Figure 12—3 in which all of the 

variables in our model—income, consumption, investment, and the rate of 

interest—have adjusted to their appropriate values in relation to a given 

supply of money may be described as a position of macroeconomic equilib¬ 

rium. If an autonomous shift occurs in one or more of the schedules shown 

in Figure 12-3, the equilibrium is upset and the values of all of the variables 

—income (Y), interest rate (r), investment (/), and consumption (C) — 

will be changed. This is demonstrated in Figure 12-4, which shows the 

effects of a rise (i.e., a shift to the right) of the marginal efficiency of 

investment schedule, which might be the result, for example, of technologi¬ 

cal change. When the marginal efficiency of investment schedule is in its 

original position, ZqZq, the interest rate is ru investment Zl5 consumption Cx 

and income Yv When the schedule shifts to E2E2, the interest rate rises ro r2, 

investment rises to h, consumption rises to C2, and income rises to Y2. The 

increase in investment resulting directly from the shift raises the income 

level via the multiplier. As income rises, the transactions demand for money 

rises (shown as a movement along the line OK in Panel D). With the 

money supply fixed, money is drawn out of asset balances (which decline 

from AM to A'M'), and to accomplish this withdrawal the interest rate 

must rise (from rx to r2). This rise in the interest rate causes a backward 

movement along the new marginal efficiency of investment schedule 
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FIGURE 12-4 

Effects of a Shift in the Marginal Efficiency of Investment Schedule 

PANEL A PANEL B 

(E2E2), so that investment does not increase by the full amount of the shift 

in the MEI schedule. That is, with a fixed money supply, the multiplier 

effects of the rise in investment are somewhat reduced due to the fact that 

the rise in income increases the demand for money and causes the interest 

rate to rise. 

According to this analysis, changes in the GNP, together with the related 

variables interest rate, investment, and consumption, may be due to the 

following four proximate causes: 

1. Changes in the Money Supply. Such changes appear as shifts in 

the MM and LL schedules in Figure 12-3 and are the result of actions taken 

by the central bank or other monetary authority. An increase in the money 

supply causes both the line MM and the curve LL to shift to the right by 

equal amounts, since the LL curve is drawn with MM as a base, as explained 

above. Similarly, a decrease in money supply causes MM and LL to shift to 

the left. 
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2. Changes in Liquidity Preference. Such changes appear as shifts 

(to the left for an increase in liquidity preference and to the right for a 

decrease) in the LL schedule in Panel A and/or shifts (clockwise for an 

increase in liquidity preference and counterclockwise for a decrease) in the 

line OK in Panel D. Shifts may be due to changes in payment patterns 

which cause changes in the transactions demand for money, changes in 

business confidence which cause changes in the precautionary demand, or 

revisions of the views of investors concerning the "normal” level of the 

interest rate which cause changes in the speculative demand for money. (See 

discussion of these matters in Chapter 11.) 

3. Changes in the Marginal Efficiency of Investment. Such changes 

are reflected in shifts (to the right for an increase, to the left for a decrease) 

in the EE schedule as shown in Panel B of Figure 12-3, and an illustration is 

given in Figure 12-4. These shifts may be due to technological develop¬ 

ments, population changes, autonomous shifts in business expectations, and 

so on (see the discussion in Chapter 9). Government purchases of goods 

and services may be included, along with private investment, in the EE 

schedule. Thus, an increase in government purchases of goods and services 

produces a rightward shift of the EE schedule, and a decrease in such 

expenditures produces a leftward shift. 

4. Changes in the Consumption Function. Changes in the consump¬ 

tion function are reflected in shifts (to the right for an increase, to the left 

for a decrease) in the CC0 schedule in Panel C of Figure 12—3. Changes 

may be due to such factors as changes in consumer expectations concerning 

prices or incomes, changes in consumer holdings of liquid assets, and so on. 

(See the discussion in Chapter 5.) Changes in legislation relating to taxes 

and transfer payments may also have the effect of shifting the consumption 

function by changing disposable personal income for a given level of GNP. 

On the other hand, changes in taxes and transfer payments resulting from 

changes in GNP with given legislation and regulations are reflected in the 

slope of the CC0 line (i.e., the marginal propensity to consume out of 

GNP) and thereby in the multiplier. (See the discussion of fiscal variables in 

Chapter 6.) 

These four factors—money supply, liquidity preference, marginal 

efficiency of investment, and the consumption function—are the basic deter¬ 

minants of GNP and related variables. Accordingly, in order to distinguish 

them from the variables of the system, the boxes containing them are 

surrounded by heavy borders in Figure 12-2. No change in GNP can occur 

unless changes in one or more of these four factors take place. With the 

model used in constructing Figure 12-3, the direction of the effects of 

changes in each of the four factors on the variables Y, r, I, and C can be 

deduced unambiguously and are summarized in Table 12—1. For example, 

the first line of the table indicates that an increase in the money supply will 

appear as a shift to the right of the MM and LL schedules in Panel A of 
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Figure 12-3 and will decrease the interest rate and increase investment, 

consumption, and GNP. The student should analyze for himself the effects 

of each of the changes by reference to Figure 12—3 and satisfy himself that 

the effects described in Table 12—1 are correct as to direction. Of course, the 

magnitudes of the effects depend upon the exact shapes and positions of the 

schedule shown in Figure 12-3—i.e., the LL schedule, the EE schedule, the 

CC schedule, and the OK schedule. 

As pointed out in Chapter 5, it is possible that the amount saved (and 

therefore, of course, the amount spent on consumption) at a given level of 

income may be affected by the rate of interest. Such an effect, if present, can 

be taken into account by including in the EE curve of Panel B of Figures 

12-3 and 12-4 not only the interest sensitivity of investment but the 

interest sensitivity of consumption as well.3 In addition, some government 

expenditures—such as expenditures by state and local governments on 

schools and highways financed by means of bond issues—may be affected by 

interest rates, and these may also be included in the EE schedule. In fact, the 

EE schedule may be drawn to reflect the interest sensitivity of all expendi¬ 

tures and accordingly may be called the expenditure schedule rather than 

merely the marginal efficiency of investment schedule. 

EFFECTS OF A CHANGE IN THE MONEY SUPPLY 

The strength of the effect on the level of national income of a change in 

the money supply depends upon several factors which we shall now take up. 

1. The Interest Elasticity of Liquidity Preference. An elastic liquid¬ 

ity preference schedule is one which is relatively flat, such as the LL curve in 

Panel A of Figure 12-5, so that a small decline in the interest rate causes a 

large increase in the quantity of money that spending units desire to hold. 

Other things equal, a change in the money supply will have a greater effect 

the less elastic, or the more inelastic, is liquidity preference. This can be seen 

from a comparison between Panels A and B of Figure 12-5. In these two 

panels the expenditure schedules (EE) are exactly the same, while the 

liquidity preference schedule (LL) is less elastic in Panel B than in Panel A. 

Thus, a given increase in the money supply (from Mx to M2) causes a larger 

decline in the interest rate and therefore causes a larger increase in invest¬ 

ment in Panel B than in Panel A, thereby exerting a larger impact on 

income. 

2. The Interest Elasticity of Expenditures. An elastic expenditure 

schedule is one which has a gentle slope, so that a small decline in the 

3 As pointed out in Chapter 5, it is theoretically possible for a change in the rate of 
interest to affect saving (and therefore consumption) in either direction. If such interest 
rate effects on saving are important—and particularly if saving should decline as the 
interest rate rises—some of the directions of effects shown in Table 12-1 might be 
reversed. Since, however, there is little evidence of significant interest rate effects on 
saving, no effort has been made to take these possibilities into account. 
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FIGURE 12-5 

Examples Showing Effects of Varying Interest Elasticities of the 
Liquidity Preference and Expenditure Schedules 

PANEL A 
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interest rate causes a substantial increase in expenditures. Other things equal, 

a change in the money supply will have a greater effect on income the more 

elastic the expenditure schedule. This can be seen from a comparison of 

Panels B and C of Figure 12-5. The liquidity preference schedules are 

exactly the same in Panels B and C, so that an increase in the money supply 

from Mi to M2 causes the interest rate to fall by the same amount. However, 

expenditures increase to a greater extent in Panel C than in Panel B, because 

the elasticity of the expenditure schedule is greater in the latter case. 

3. The Size of the Multiplier. The effect of a change in the money 

supply on income will be larger, other things equal, the larger is the 

multiplier, or, to put it another way, the larger is the marginal propensity to 

consume out of GNP. This is because it is through the multiplier that the 

initial change in expenditures caused by the change in interest rates is 

converted through the process of respending into a magnified effect on 

income. 

4. The Size of the Income Effect on the Demand for Money. 

According to our analysis earlier in this chapter, the demand for money for 

transactions and precautionary purposes depends on the level of income. 

Thus, for example, as the level of income rises, the amount of money 

demanded for transactions and precautionary purposes increases. This in¬ 

crease in the demand for money will have a tendency to raise the rate of 

interest, thus counteracting part of the decline in the interest rate caused 

initially by the increase in the money supply. Thus, the stronger the effect 

of an increase in income on the demand for money, the weaker will be the 

effect of a change in the money supply on the level of income—that is, if 

the demand for money increases by 30 percent of the rise in income, the 

effects will be weaker than if the demand for money changed by only 20 

percent of the change in income. 

We may summarize as follows: the effect of a change in the money 

supply on the level of income will be greater (a) the less elastic is the 

liquidity preference schedule, (b) the more elastic is the expenditure sched¬ 

ule, (c) the larger is the multiplier, and (d) the smaller is the income effect 

on the demand for money. Panels D and E of Figure 12—5 illustrate two 

possible situations in which a change in the supply of money will have no 

effect whatever on income. In Panel D, the liquidity preference schedule is 

rather elastic, so that the increase in money supply from Mx to M2 causes a 

substantial decline in the interest rate; but the expenditure schedule is 

completely inelastic, so that the fall in the interest rate has no effect on 

expenditures. Panel E illustrates the so-called "liquidity trap” case in which 

the liquidity preference schedule is completely elastic, so that the increase in 

the money supply has no effect on the interest rate—i.e., all of the increase 

in money supply is absorbed into idle balances—so that even though the 

expenditure schedule is fairly elastic, there is no increase in expenditures 

because the interest rate does not fall. 
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A CONCISE DIAGRAMMATIC SUMMARY OF MACROECONOMIC 
EQUILIBRIUM 

The equilibrium of the money market is brought together and summarized 

in Figure 12-6. Again, as in the preceding section of this chapter, the de¬ 

mand for money is divided into two parts, one (which we shall call the 

transactions demand) dependent on income and the other (which we shall 

call the asset demand) dependent on the interest rate. Panel A in the lower 

left-hand corner shows the relation between income and the transactions 

demand for money; this relation is depicted by the line OK. Income is 

measured on the vertical axis and money holdings on the horizontal axis. 

If we select an income, say Y0, and trace over horizontally to the line OK, 

FIGURE 12-6 

Graphical Presentation of Equilibrium of the Money Market 

PANEL B PANEL C 
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the horizontal distance represents the transactions demand for money at 

that income. We then trace upward to Panel B, which shows the interest 

rate on the vertical axis and money on the horizontal axis, and draw the 

asset demand curve for money, labeled L0L0, which shows the total amount 

of money demanded (transactions demand plus asset demand) at each 

interest rate when income is Y0. The vertical line MM represents the stock 

of money, which is assumed to be constant; and the intersection between 

the demand schedule for money, L0L0 and the supply of money schedule, 

MM, gives us the interest rate, r0, which is the equilibrium interest rate 

corresponding to income Y0 and money stock MM, OA being the transac¬ 

tions demand and AM the asset demand. Panel D in the lower right-hand 

corner shows income on both axes with a 45° line between and merely 

serves to convert income from a vertical distance in Panel A into a horizontal 

distance as needed in Panel C. Tracing across at interest rate r0 from Panel B 

to Panel C and tracing across at income Y0 from Panel A to Panel D and 

then up to Panel C, we obtain the point P0 in Panel C, whose vertical distance 

is f0 and whose horizontal distance is Y0. This procedure can be repeated 

starting with various income levels in Panel A (such as Ylt Y2, Y3, Y4, and 

Y5), obtaining in each case the corresponding interest rate (rx, r2, rs, r4, 

and r5). These combinations of income and interest rate at which the money 

market is equilibrated are shown as a series of points in Panel C (P4 

P4, and P5). A curve is drawn through these points and labeled LM in 

Panel C. 

The LAf curve shows the various combinations of income and interest rate 

at which the money market will be in equilibrium with a given money 

supply. The curve slopes upward to the right, because as income rises the 

amount of money needed to support transactions rises, pushing the total 

demand for money (in Panel B) to the fight and thereby (since the total 

money supply is fixed) reducing the amount of money remaining to satisfy 

the asset demand and necessitating a rise in the interest rate. 

The LM curve can now be brought together with the IS curve, which was 

explained at the end of Chapter 10 and shown in Figure 10-4, to provide a 

concise summary of the conditions of macroeconomic equilibrium.4 The 

result of such a merger of the IS and LM curves is presented in Figure 12-7. 

In this diagram, the IS curve, as explained earlier, represents all combina¬ 

tions of income and the interest rate for which planned saving equals 

planned investment or the market for goods and services is in equilibrium; 

that is, this curve incorporates the marginal efficiency of investment (or 

expenditure) schedule and the consumption function/multiplier mecha¬ 

nism. The LM curve, on the other hand, is the locus of all combinations of 

4 For a further discussion of the IS and LM curves and their use, see J. R. Hicks, 
"Mr. Keynes and the 'Classics’: A Suggested Interpretation,” Econometrica, Vol. V, April 
1937, pp. 147-159, reprinted in William Fellner and B. F. Haley (eds.), Readings in 
the Theory of Income Distribution (Philadelphia: Blakiston Co., 1946), pp. 461—76; 
and A. H. Hansen, Monetary Theory and Fiscal Policy (New York: McGraw-Hill Book 
Co., 1949), chap. 5. 
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FIGURE 12-7 

Graphical Summary of Conditions of Macroeconomic Equilibrium 
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income and the interest rate for which the money market is in equilibrium 

with a given supply of money. Thus, the point P at which the IS and LM 

curves intersect represents the combination of income and interest rate at 

which both the market for goods and services and the money market are in 

_ equilibrium and therefore constitutes the monetary equilibrium position of 

the system.5 

5 Actually, in the model we have developed there are three sets of markets: (1) the 
market for goods and services, (2) the market for bonds, and (3) the market for money. 
However, in such an economy, for example, if a person’s sales of goods and services 
exceed his purchases of goods and services by $5,000, while his purchase of bonds exceed 
his sales of bonds by $3,000, his receipts of cash must necessarily exceed his disbursements 
of cash by $2,000 (i.e., his cash balance must increase by $2,000). If we use the term 
excess demand to mean the amount (in money terms) by which demand exceeds supply 
(excess demand being negative if supply exceeds demand), it is necessarily true under 
all circumstances that 

Excess demand for goods and services 
+ Excess demand for bonds + Excess demand 
for money = 0 

(That is, in the above example, — $5,000 + $3,000 + $2,000 = 0.) According to this 
principle (known as Walras’ Law after Leon Walras, a famous 19th-century economic 
theorist) if two of the three sets of markets are equilibrated—that is, if supply equals 
demand in these markets, so that excess demand equals zero—it follows that the third set 
of markets must necessarily be equilibrated also. Thus, if we find the conditions under 
which two of the sets of markets are equilibrated, the third set will take care of itself. 
In our analysis, we have chosen to study the conditions of equilibrium in the market for 
goods and services and in the market for money, and it is therefore not necessary for us 
to worry explicitly about the market for bonds. For a highly sophisticated analysis of these 
matters, see Don Patinkin, Money, Interest, and Prices (2d ed.; New York: Harper & 
Row, 1965). 
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As indicated earlier in this chapter, changes in the level of income and 

the other related variables (interest rate, investment, and consumption) 

may be caused by changes in (a) the money supply, (b) liquidity prefer¬ 

ence, (c) marginal efficiency of investment (or, more broadly, the expendi¬ 

ture schedule), and (d) the consumption function. All of these factors are 

incorporated in Figure 12—7. As was explained in Chapter 10, a shift to the 

right of the marginal efficiency of investment (or expenditure) schedule as 

shown in Panel A of Figure 10-4 will cause the IS curve to shift to the 

right, while a shift to the left of the MEI schedule will cause the IS curve to 

shift to the left. A rise in the consumption function, as shown (line C0C) in 

Panel C of Figure 10-4, will cause the IS curve to shift to the right, while a 

fall in the consumption function will cause the IS curve to shift to the left. 

As indicated above, an increase in the money supply as shown by a shift to 

the right of the line MM in Panel B of Figure 12-6 will cause the LM curve 

to shift to the right, while a decrease in the money supply will cause the LM 

curve to shift to the left. An increase in liquidity preference as shown by a 

shift to the right of all of the LL schedules corresponding to various income 

levels in Panel B of Figure 12-6, or by a clockwise rotation of the line OK 

in Panel A of Figure 12—6, will cause the LM curve to shift to the left, while 

a fall in liquidity preference will cause the LM curve to shift to the right. 

Thus, all of the factors affecting the level of income that we have discussed 

are incorporated in the two curves shown in Figure 12-7. 



Chapter 

13 

FURTHER ANALYSIS OF AN 

ECONOMY WITH A SIMPLE 

MONETARY SECTOR 

In order to illustrate more concretely some of the ideas 

summarized and explained in Chapter 12, it will be useful to explore the 

working of a relatively simple model containing both a real sector and a 

financial sector. In order to keep the algebra as simple as possible, we will 

employ a model that consists entirely of linear relationships. It should be 

understood that this is done largely as a matter of convenience and that 

many of the propositions developed in this chapter would hold for nonlinear 

models also. 

A STATIC LINEAR MODEL OF THE REAL AND FINANCIAL SECTORS 

The basic model we shall work with consists of the following eight 

_ equations. 

C — cYd + Go (1) 
I = iYd — vr + Jo (2) 

X = xY + X* (3) 
Yd = y - X (4) 
Y = C + I + G* (3) 

Md = kY — mr + L0 (6) 
Ms = M* (7) 
Md = M. (8) 

The model contains eight endogenous variables, defined as follows: 

C — personal consumption expenditures; Yd = disposable income; I — 

gross private domestic investment; r — the interest rate; X = net taxes 

(taxes less government transfer payments); Y = gross national product; 

Md = the quantity of money (demand deposits and currency) demanded; 

and M8 = the money supply. There are three exogenous policy parameters 

which the government may adjust to influence the economy: M*, the money 

supply; X*, the level of the net tax function; and G*, government purchases 

of goods and services. There are two other magnitudes to which we shall 
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have occasion to refer, the budget surplus or deficit (B) and private saving 

(.S’), which are defined as follows: 

B = X- G 

S = Yd - C 

Equation 1 is a standard linear short-run consumption function of the 

type depicted in Figure 5—1. Equation 2 is the investment function, which 

makes investment depend on the interest rate and the level of disposable 

income. It should be emphasized that this equation does not contain an 

investment accelerator; the acceleration principle (whether in the simple or 

the more flexible stock adjustment form) makes investment depend on the 

rate of change of income. Since the model we are using is static and the 

acceleration theory is inherently dynamic, that theory cannot be incorporated 

in this model. The justification for the inclusion of disposable income in the 

investment function is that it reflects changes in profits, which may affect 

investment in two ways: (1) higher current profits may create the expecta¬ 

tion of higher profits in the future thereby strengthening the incentive to 

invest, and (2) an increase in profits means an increased flow of internal 

funds with which to finance investment. 

Equation 3 is the tax function, which shows total net taxes (taxes minus 

transfer payments) as a function of GNP. Equation 4 simply defines 

disposable income as GNP minus net taxes. The treatment of the deductions 

to be made from GNP to arrive at disposable income is greatly oversimpli¬ 

fied. All forms of taxes are lumped together, and no distinction is made 

between personal disposable income and aftertax corporate profits; conse¬ 

quently private saving (S) includes both personal and corporate saving. It 

would be possible to incorporate in this model a more elaborate treatment of 

corporate profits, dividends, and different types of taxes and transfer pay¬ 

ments in accordance with the treatment developed in Chapter 6.1 However, 

this would greatly complicate the algebra while adding relatively little to 

the substance of the analysis. 

Equation 5 rounds out the model of the real sector of the economy. It 

represents the equilibrium condition that total production (T) must be 

equal to aggregate demand for final output (C + Z -j- G*), or that aggre¬ 

gate supply must equal aggregate demand. 

The last three equations of the model describe a very simple monetary or 

financial sector of the economy. Equation 6 indicates that the demand for 

money increases as income increases and declines as the interest rate in¬ 

creases, which accords generally with the discussion of the demand for 

money in Chapter 11. Equation 7 says that the supply of money is equal to 

M*, a magnitude that is assumed to be controlled by the central bank. 

Equation 8 is the equilibrium condition for the money market, indicating 

that the demand for money must be equal to the supply of money. 

See Chapter 6, pp. 126-33. 
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It may be noted that all of the slope parameters of the model ( c, i, v, x, k, 

and m) are assumed to be positive. The fact that both investment and the 

demand for money decline as the interest rate increases is reflected in the 

presence of minus signs in front of v in Equation 2 and m in Equation 6. 

Let us begin by deriving the IS and LM curves for this model. Substitut¬ 

ing Equations 1,2,3, and 4 into Equation 5, we obtain 

Y = c(Y - xY - X*) + Co + i(Y — xY — X*) - vr + J0 + G* 

This equation contains only two endogenous variables, Y and r. Solving for r 

in terms of Y, we obtain 

r = - i (.1 - (c + 0(1 - *W + -(G> + U - (f + *)X* + G*~) (9) 
V V 

This is the equation of the IS curve. The expression (c + i) (1 — x) is the 

FIGURE 13-1 

IS and LM Curves for Linear Model Represented by Equations 1-8 

marginal propensity to spend on consumption and investment out of GNP. 

If we assume that this propensity is less than unity, the coefficient of Y, 

1 
which is — — (1 — (c i) (1 —- x)), will be negative, so that the IS curve 

will have a negative slope, as shown in Figure 13-1. It may be noted that in 

the graphical derivation of the IS curve that was presented in Figure 10-4, 

no allowance was made for the effect of income on investment—that is, it 

was assumed that investment depended only on the interest rate and not on 

the level of income. While the presence of income in the investment 
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equation would have made it impossible to use the graphical technique of 

Figure 10-4 to derive the IS curve, it is apparent from Equation 9 that a 

very similar IS curve exists for a model such as the present one which 

contains an income effect on investment. As in the simpler model, the IS 

curve represents all combinations of income and the interest rate which 

result in equilibrium in the market for goods and services. 

Substituting Equations 7 and 8 into Equation 6 we obtain the equation 

M* = kY — mr + L0 

This equation contains only two endogenous variables, Y and r. Solving for r 

in terms of Y, we obtain 

r = -Y + ~(Lo - M*) (10) 
m m 

This is the equation of the LM curve. Since both k and m are positive, the 

equation has a positive slope as indicated in Figure 13-1. Equation 10 and 

the corresponding curve (LM) in Figure 13—1 represent the locus of values 

of Y and r at which the money market is in equilibrium with a given stock 

of money (M*). 

Since the real sector of the economy is in equilibrium at all points on the 

IS curve and the financial sector is in equilibrium at all points on the LM 

curve, the point (P in Figure 13-1) of intersection of the two curves is a 

position of equilibrium for the whole economy. We can find the equilibrium 

value of Y by eliminating r between Equations 9 and 10. To do this, we set 

the right-hand side of Equation 9 equal to the right-hand side of Equation 

10, obtaining 

- - (1 - (c + 0(1 - *))y + - (Co + z„ - (c + ox* + G*) 
V V 

= -y+i(I„-M*) 
mm 

Solving this equation for Y, we obtain 

Y = 

1 — (c + 0(1 — x') + 
vk 

m 

C0 + lo-Lo 
m 

+ -M*-(c + 0X* + G*l (11) 
m J 

By substituting Equation 11 into Equation 9 (or Equation 10) it is 

possible to solve for the equilibrium value of r also. However, since we shall 

have no occasion to use the resulting equation, we leave its derivation as an 

exercise for the student. 
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If we substitute a different set of values for C0, I0, L0, M*, X*, and G*, 

designated C0', Z0', L0', M*', X*', and G*', in Equation 11, we obtain a 

new value of Y designated by Y'; thus 

T = 

1 — (c + 0(1 — x) + — 
m 

\c0'+Io' --U 
L m 

+ - M*' - (c + OX*' + G*'~] (12) 
m J 

Subtracting Equation 12 from Equation 11 and using the notation: AY — 

Y - Y\ ACo = Co - Co', AZ0 = Z0 - /o', AL0 = L0 - L0', AM* = M* — 
M*', AX* = X* - X*', and AG* = G* — G*\ we obtain 

AY = 

1 — (c + 0(1 — x) + 
vk 
m 

[ac„ + Alo-ALo 
m 

+ - AM* - (c + OAX* + AC*1 (13) 
m J 

From Equation 13, the following multipliers can be obtained (by setting 

all the increments in the brackets other than the relevant one equal to zero 

in each case): 

1. Multiplier for autonomous increase in the level of private investment: 

(14) 
AY 1 

>
 

t—
1 1 (c + 0(1' 

n , vk 
- x) -1- 

m 

• an increase in the level of governme 

AY 1 

AG* 1 - - (c + 0(1 
, ,vk 

— x) d- 
m 

' an increase in the level of net taxes: 

AY -(c + 0 

AX* 1 - - (c + 0(1 
N , ^ 

— x) H—- 
m 

■ an increase in the money stock: 

V 

AY m 

(15) 

(16) 

AM* 1 - 0 + 1)(1 - x) + 
vk 
m 

(17) 
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Similar multipliers can be derived for the effect on income of autonomous 

shifts in the consumption function (AC0) and in the demand for money 

function (AL0). 

The multipliers developed here differ in two respects from those devel¬ 

oped in Chapter 6. To see the differences, let us examine the multiplier for a 

change in government purchases 

AY =__1_ 

AG* 1 - 0 + 0(1 - x) + — 
m 

(15) 

For purposes of comparison, the analogous multiplier from Chapter 6 

(page 125) is 

A Y _ 1 

AG* ~ 1 - <1 - 0 

The first difference between the two multipliers is the presence of the 

additional term i in Equation 15. This is attributable to the appearance of 

the level of income in the investment Equation 2 of the present model. Thus 

(c + i) (1 — x) is the marginal propensity to spend on both consumption 

and investment out of GNP in Equation 15, while c( 1 — t) is simply the 

marginal propensity to consume out of GNP in Equation 18. 

The second and more important difference is reflected in the presence of 

the additional term vk/mm the denominator of Equation 15. It should be 

understood that Equation 15 measures the effect of an increase in the level 

of government purchases with the money stock held constant. If government 

purchases are increased, the resulting rise in income will increase the trans¬ 

actions demand for money. When the demand for money increases with a 

constant supply of money, the interest rate will rise. This rise in the interest 

rate will cause a reduction in investment, which will cancel out a portion of 

the increase in income caused by the initial rise in government spending, 

thereby reducing the size of the multiplier. Algebrically, it will be apparent 

that the term vk/m, which is positive, makes the denominator of Equation 

15 larger, thereby cutting down the multiplier. 

If investment, income, and the quantity of money demanded are denomi¬ 

nated in billions of dollars and the interest rate is denominated as a 

percentage: 

1. v represents the number of billions of dollars by which investment 

spending is increased as a result of a decline of one percentage point in 

the interest rate. 

2. k represents the number of billions of dollars by which the transactions 

demand for money is increased as a result of an increase of $1 billion in 

GNP. 

(18) 
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3. m represents the number of billions of dollars by which the quantity of 

money demanded is increased as a result of a decline of one percentage 

point in the interest rate. __ 

Table 13-1 shows values of the multiplier for government purchases—or 

private investment, for which the multiplier (Equation 14) is the same as 

TABLE 13-1 

Values of Multipliers for Various Values of k, v, and 
m When (c + /)(1 — x~) = 0.4 

Values for k = 0.1 

dY dY 

JG* ~ dIQ 

_1_ 

i-G+0(i-*) + ! 

dY 

dM* 

v 
m 

i-0+0(1-*)+^ 

Value Value of m Value of m 

°f - - 
v 1 5 10 20 1 5 10 20 

1. 1.43 1-61 1.64 1.65 1.43 0.32 0.16 0.08 
5. 0.91 1.43 1.54 1.60 4.55 1.43 0.77 0.40 
10. 0.63 1.25 1.43 1-54 6.30 2.50 1.43 0.77 
20. 0.38 1.00 1.25 1.43 7.60 4.00 2.50 1.43 

Value Value of m Value of m 
of - -- 
V 1 5 10 20 1 5 10 20 

1. 1.18 1.54 1.60 1.63 1.18 0.31 0.16 0.08 
5. 0.54 1.18 1.38 1.51 2.70 1.18 0.69 0.38 
10. 0.32 0.91 1.18 1.38 3.20 1.82 1.18 0.69 
20. 0.13 0.63 0.91 1.18 3.60 2.52 1.82 1.18 

for government purchases—for various combinations of v, k, and m, on the 

assumption that the marginal propensity to spend out of GNP 

f(c + i)(l— x)} is equal to 0.4. It is apparent from the table that the 

multiplier becomes smaller as the size of v or k increases and becomes larger 

as the size of m increases. The reader will also see that these conclusions are 

apparent from the presence of the term vk/m in the denominator of 

Equation 15. The logic of these relationships can be made apparent in the 

following way: 
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1. The larger the value of k, the more the transactions demand for 

money will increase as a result of an increase in income caused by a rise in 

government purchases or an autonomous increase in private investment. The 

more the transaction demand for money increases, other things equal, the 

more will the interest rate rise and the larger will be the induced decline in 

investment expenditures. 

2. The larger the value of m, the less will the interest rate have to rise to 

bring about the necessary economization of cash balances needed to meet the 

expanded transactions demand for money. The smaller the rise in the 

interest rate, other things equal, the less will be the induced decline in 

investment. 

3. The larger the value of v, the greater will be the decline in investment 

expenditures resulting from a given rise in the interest rate. 

It is useful to think of the term 1 — (c -f- 2) (1 — x) in the denominator 

of Equation 15 as representing the income effect of a change in government 

purchases or an autonomous change in private investment and of the term 

vk/m as the monetary feedback which occurs when the stock money (Al* ) 

is held constant. This monetary feedback, which reduces the size of the 

multiplier, was not included in the multiplier equations that were presented 

in Chapter 6 (such as Equation 18 reproduced above). The absence of the 

monetary feedback in the multipliers presented in Chapter 6 reflects an 

implicit assumption that when government purchases or private investment 

change, the central bank follows a policy of expanding or contracting the 

money supply sufficiently to keep the interest rate constant.2 In other words, 

the multipliers of Chapter 6 may be interpreted as the multipliers that 

would apply if the central bank followed a policy of holding the interest 

rate constant, while the multipliers presented in this chapter would apply if 

the central bank followed a policy of holding the money supply constant. 

The student will also recall that there was an extensive discussion of 

automatic fiscal stabilizers in Chapter 6. It should be apparent from the 

present discussion that there is also an automatic monetary stabilizer in the 

system which is represented by the term vk/m. To illustrate, let us suppose 

that there is an autonomous shift to the left of the marginal efficiency of 

investment schedule which causes the level of income to decline. The fall in 

income causes the transactions demand for money to decline. If we assume 

that the central bank takes no action—meaning, in the present context, that 

the stock of money remains unchanged—the decline in the demand for 

2 There are two alternative but less plausible assumptions that might account for the 
absence of a monetary feedback in the multipliers of Chapter 6. One is that the demand 
for money is infinitely elastic with respect to the interest rate so the additional transactions 
demand can be met without the necessity of any increase in the interest rate. This is the 
so-called "liquidity trap” situation depicted in Figure 11-2 and in Panel E of Figure 12-5, 
and it would be reflected in an infinitely large value of m, which would reduce the term 
vk/m to zero. The other possible assumption is that the marginal efficiency of investment 
schedule is completely inelastic with respect to the interest rate, so that a rise in the 
interest rate would have no effect on investment. This situation is depicted in Panel D 
of Figure 12—5 and would be reflected in zero value for v in the term vk/m. 
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money with a given supply of money will cause the interest rate to fall. As 

the interest rate declines, there will be some increase in investment partially 

offsetting the initial autonomous fall in investment. Thus, income will 

decline less than would have been the case had this automatic monetary 

adjustment not occurred. In the present model, the automatic fiscal stabiliz¬ 

ers are represented by the tax rate, x, in the demoninator of the multiplier 

while the automatic monetary stabilizer is represented by the term vk/m. 

Equation 17 is the multiplier applicable to an increase in the stock of 

money (AM*). For convenience it is repeated here. 

v 

AY _ m 

AM* 1 - (c + 0(1 -x) + — 
m 

It should be emphasized that this multiplier measures the effect of a single 

once-and-for-all increase in the stock of money, whereas the multiplier 

Equation 15 measures the effect of a sustained increase in the level of 

government purchases. Since comparing a change in the stock of money 

with a change in the flow of government spending is like comparing apples 

with oranges, it is not possible to draw any meaningful conclusions” about 

the relative potency of fiscal and monetary policy by comparing the sizes of 

their respective multipliers. 

The numerator {v/m) of Equation 17 may be thought of as reflecting 

the initial impact of monetary policy. An increase in the stock of money will 

initially cause the interest rate to decline, and this will stimulate investment 

spending, thus starting an expansion of income. The more the quantity of 

money demanded increases for a given decline in the interest rate—i.e., the 

larger the value of m—the less will a given increase in the stock of money 

cause the interest rate to fall and therefore the less powerful will monetary 

policy be. On the other hand, the larger is the value of v, the more will a 

given decline in the interest rate stimulate investment and the more power¬ 

ful will monetary policy be. These relationships explain the fact that the 

parameters v and m appear in the numerator of Equation 17 in the form of 

the ratio v/m. 

The denominator of the multiplier for monetary policy (Equation 17) is 

the same as that of the multiplier for government purchases (Equation 15 ). 

That is, the initial impact of monetary policy on investment, measured by 

the term v/k in the numerator of Equation 17, is subject to a multiplier 

identical with that applicable to an increase in government purchases. Thus, 

the multiplier for monetary policy, like that for fiscal policy, can be decom¬ 

posed into an income effect measured by the term 1 — {c -\- i) {1 — x) and 

a monetary feedback measured by the term vk/m. The idea of a monetary 

feedback from monetary policy may seem rather confusing at first. However, 

the concept is quite easy to understand: monetary policy initially lowers 

interest rates and stimulates investment; as this causes a rise in income, 
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however, the transactions demand for money increases, causing interest rates 

to rise back toward their original level.3 The way in which this process 

works out will become more apparent later on in this chapter when we 

examine the rudimentary dynamics of monetary change. 

Since the ratio v/m appears in both the numerator and denominator of 

Equation 17, it may not be immediately apparent whether an increase in this 

ratio will increase or decrease the multiplier for monetary policy. However, 

the weight of v/m in the denominator is muted by the presence of the term 

1 — (c + /') (1 — x) and by the fact that v/m is multiplied by k, which is 

normally a fraction smaller than unity. Thus, v/m is more important in the 

numerator than in the denominator. As a consequence, an increase in v/m 

increases the size of the multiplier for monetary policy. Table 13-1 shows 

values of the multiplier (dY/dM*) for changes in the stock of money for 

various values of v, m, and k on the assumption that the marginal propensity 

to spend out of GNP f(c + /) (1 — *)} is equal to 0.4. It is apparent from 

this table that the multiplier increases as v increases and decreases as m 

increases. It will thus be noted that the effects of v and m on the multiplier 

for changes in the stock of money are precisely opposite to their effects on 

the multiplier for changes in government purchases (or for autonomous 

changes in private investment). On the other hand, an increase in k reduces 

the magnitude of both multipliers. It will be a useful exercise for the student 

to work out for himself the logic of these results. 

It was pointed out above that the dimensions of monetary and fiscal 

action are not commensurable and that simple comparisons of their potency 

are generally meaningless. There are certain extreme situations, however, in 

which such comparisons may have validity—namely, situations in which the 

effect of one policy or the other reduces to zero. Such situations arise when 

extreme assumptions are made about the interest sensitivity of the demand 

for money. Two such situations may be considered. 

1. The Demand for Money Is Infinitely Elastic with Respect to the 

Interest Rate. In this case, the value of m reaches infinity. By an exami¬ 

nation of Equations 15 and 17, the student can see that the multipliers for a 

change in government purchases and a change in the stock of money reduce 

1 — (c + 0(1 ~ *) 

This is the "liquidity trap” case depicted in Figure 11-2 and Panel E of 

Figure 12-5. Here fiscal policy reaches its maximum strength for a given 

marginal propensity to spend out of GNP, since there is no monetary 

3 As we will see later in this chapter, it is conceivable that the feedback effect will be 
so powerful as to cause the interest rate to rise above the level from which it originally 
started. 
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feedback, while monetary policy becomes completely powerless because it 

does not change the interest rate. This is sometimes characterized as an 

ultra-Keynesian position, although in fact few persons of an avowedly 

Keynesian persuasion would accept it as even an approximate description of 

the world in which we live. 

2. The Demand for Money Is Completely Inelastic with Respect to 

the Interest Rate. In this case, the value of m falls to zero, and the multi¬ 

plier Equations 15 and 17 become4 

This is one interpretation of the extreme quantity theory of money—or what 

has, in some circles, come to be called the monetarist position. In this case, 

monetary policy is all-important and fiscal policy is completely powerless to 

affect income. Since a rise in the interest rate does not induce any economiza¬ 

tion of cash balances, an increase in government purchases (without a 

corresponding increase in taxes) must force up the interest rate enough to 

reduce private spending by an amount equal to the increase in government 

purchases, leaving total income unaffected. 

Very few economists would adhere to either of these extreme positions. 

As indicated in Chapter 11, the overwhelming burden of evidence supports 

the view that the demand for money is sensitive to the interest rate but not 

infinitely sensitive. Thus, it is quite apparent that both fiscal and monetary 

policy possess power to affect income. 

A NUMERICAL ILLUSTRATION 

Many of the matters discussed above can usefully be clarified by means of 

a concrete numerical example. Suppose the model is as follows: 

C = 0.lYd + 68 

I = 0.1 Yd - 8r + 114 

X = 0.25Y - 10 

Yd = Y — X 

Y= C+ I+G* 

Md = 0.25Y - lOr + 5 

Ms = M* 

Md = M9 

G* = 250 
M* = 205 

4 The indicated value of AY/AM * is easily arrived at by multiplying the numerator and 
denominator of Equation 17 by m and then setting m equal to zero. 
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Substituting the indicated values of the parameters and exogenous variables 

(c = 0.7, i — 0.1, x = 0.25, v = 8,k = 0.25, m = 10, C0 = 68,10 = 114, 

Lq — 5, M* = 205, X* — — 10, G* = 250) in Equation 11 and solving, 

we obtain 

y = iooo 

Starting with this value of Y, the values for taxes, disposable income, and 

consumption can be found in the following way 

X = 0.25y - 10 = 0.25(1000) - 10 = 240 
Yd = y - X = 1000 - 240 = 760 

Substituting M* for Md in the demand-for-money equation, we obtain 

M* = 0.25X - lOr + 5 

Substitution of the values for iW* and Y into this equation yields 

205 = 0.25(1000) - 10r + 5 

Solving for r, we obtain 

r= 5% 

To obtain investment, substitute into the investment equation 

I = O.iy, -8r + H4 = 0.1(760) - 8(5) + 114 

I = 150 

Saving and the government surplus are B = X — G — — 10, and S — 

Yd — C- 160. 

All of these values are brought together in the first (original equilib¬ 

rium) column of Table 13-2. 

TABLE 13-2 

Numerical Example of Multiplier for an Increase in Government Purchases 
(dollar amounts in billions) 

Original New 

Equilibrium Equilibrium* Change 

Gross National Product (Y). .$1,000 $1,020.0 +$20.0 
Consumption (C). . 600 610.5 + 10.5 
Investment (Z). . 150 147.5 - 2.5 
Government purchases (G*'). . 250 262.0 + 12.0 
Taxes (T). . 240 245.0 + 5.0 
Disposable income (Yd). . 760 775.0 + 15.0 
Saving (T). . 160 164.5 + 4.5 
Government surplus or deficit (—)(T—G). . -10 -17.0 - 7.0 
Money stock (M*). . 205 205.0 0.0 
Interest rate (r). . 5% 5.5% + 0.5% 

* After an increase of $12 billion in the rate of government purchases. 
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Substituting the appropriate values of the parameters and exogenous 

variables into Equation 9 we obtain the following equation for the IS curve 

for this model: 

r=-0.05Y+55 

This equation is plotted as the line ISl in Figure 13-2. Similarly, substitut¬ 

ing the appropriate values into Equation 10 we obtain the following equa¬ 

tion for the LM curve: 

r = 0.023T - 20 

This is plotted as line LM in Figure 13-2. 

FIGURE 13-2 

Effect of an Increase in Government Purchases 

It will be noted that the lines IS1 and LM intersect at the equilibrium 

values of $1,000 billion and 5 percent for Y and r. (Simultaneous algebraic 

solution of the equations for the IS and LM curves, of course, yields the same 

result.) 

Effect of an Increase in Government Purchases 

Starting from the equilibrium position calculated above, let us see what 

will be the effects of an increase of $12 billion a year in government 
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purchases of goods and services. Substituting the assumed parameter values 
(c - 0.7, i = 0.1, x — 0.25, v — 8, k — 0.25, and m — 10) in Equation 
15 we obtain the following value for the multiplier for government 
purchases 

AY 

AG* 
= l2A= 1-67 

Applying this multiplier to the assumed $12 billion value for AG*, we 
obtain 

AY = $20 billion 

Thus, the new equilibrium value for GNP (Y) is $1,020 billion. By 
following the procedure used above, the student can easily calculate the new 
values for all of the other variables. The results are shown in the second 
(new equilibrium) column of Table 13—2. The changes in all of the 
variables resulting from the $12 billion increase in the level of government 
purchases are shown in the last column of the table. 

There are three points regarding these results that are especially worth 
noting: 

1. The increase in government purchases causes the equilibrium interest 
rate to rise from 5 to 5.5 percent. This is because the increase in income 
raises the transactions demand for money while the supply of money is held 
constant at its original value of $205 billion. 

2. The rate of investment is reduced by $2.5 billion, from $150 billion 
per year to $147.5 billion. There are two contradictory forces working on 
investment: the increase in disposable income tends to raise it, while the 
increase in the interest rate tends to lower it. However, the effect of the 
interest rate is the stronger of the two, causing investment to fall. 

3. The increase of $12 billion in government purchases causes the gov¬ 
ernment deficit to increase by $7 billion. The deficit increases by less than 
the increase in government purchases because the $20 billion increase in 
GNP causes tax collections to increase by $5 billion. 

The increase in government purchases changes the IS curve. The equation 
of the new IS curve can be obtained by substituting the new value of G* 
($262 billion) along with the original values of the parameters and other 
exogenous variables in Equation 9- This yields the following equation for 
the new IS curve: 

r = -0.05Y+ 56.5 

This curve is plotted as line IS2 in Figure 13-2. 
The LM curve is unaffected by the change in government purchases and 

therefore remains in its original position. The new equilibrium of the 
economy is depicted in Figure 13—2 by point Q where the LM curve (line 
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LM) and the new IS curve (line IS2) intersect. The values of Y and r 

corresponding to point Q are, of course $1,020 billion and 5.5 percent. 

It is useful to isolate the effect of the monetary feedback discussed earlier 

in this chapter. The monetary feedback is reflected in the term vk/m in the 

denominator of the multiplier (Equation 15). If this term is eliminated, the 

multiplier (analogous to the multipliers developed in Chapter 6) 

becomes 

AY _ 1 

AG* ~ 1 - 0 + 0(1 “ *0 
Evaluating this multiplier for c — 0.7, i — 0.1, and x = 0.25, we obtain 

AY 

AG* 
= 2.5 

That is, the multiplier, in the absence of monetary feedback, is 2.5. The 

monetary feedback in this instance cuts the multiplier from 2.5 to 1.67, a 

reduction of 33.3 percent. 

The monetary feedback is depicted graphically in Figure 13—2. The 

multiplier without monetary feedback is the increase in income that would 

be produced by an increase in government purchases if measures were taken 

to prevent the interest rate from rising. From Figure 13-2 it can be seen that 

if the IS curve shifted from ISx to IS2 while the interest rate was held 

constant at its original value of 5 percent, the new equilibrium would be at 

point R, where income would be $1,030 billion and r would be 5 percent. 

' Holding the money stock constant at $205 billion causes the interest rate to 

rise to 5.5 percent and income to increase only to $1,020 billion (at point 

Q). Thus, in this case the monetary feedback reduces the increase in GNP 

caused by a $12 billion increase in government purchases from $30 billion 

to $20 billion. The size of the monetary feedback (a negative $10 billion) 

is measured by the distance AB in Figure 13—2. 

Effect of an Increase in the Money Stock 

To find the effects of an increase in the money stock it is necessary to 

evaluate the multiplier (Equation 17). Substituting c = 0.7, i — 0.1, 

x — 0.25, v — 8, k — 0.25, and m — 10 into this expression, we obtain 

AY 

AM* 
= 134 = 1-33 

Table 13-3 shows the effects on the economy of increasing the money stock 

by $12 billion. The "original equilibrium” of the economy as shown in the 

first column is the same as that in Table 13-2. In this case, however, 

government purchases are held at their original level of $250 billion and 
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the money stock is increased from $205 billion to $217 billion. The increase 

in GNP is $16 billion (1.33 X $12 billion). The values of the variables in 

the new equilibrium are shown in the second column of Table 13—3. The 

student should calculate these values for himself, using the procedure out¬ 

lined earlier in this chapter. The changes in the variables caused by the 

increase in the money stock are shown in the last column of Table 13-3. 

Three points are specifically worth noting. 

1. The interest rate declines from 5 to 4.2 percent. The increase in the 

money stock tends to lower the interest rate, while the resulting rise in 

GNP, by increasing the demand for money, tends to raise it. The first effect, 

TABLE 13-3 

Numerical Example of the Multiplier for an Increase in the Stock of Money 
(dollar amounts in billions) 

Original 
Equilibrium 

New 
Equilibrium* Change 

Gross national product (Y). . .$1,000 $1,016.0 + $16.0 
Consumption (C) . .. 600 608.4 + 8.4 
Investment (I). .. 150 157.6 + 7.6 
Government purchases (G*). .. 250 250.0 0.0 
Taxes (T). .. 240 244.0 + 4.0 
Disposable income (Yd). .. 760 772.0 + 12.0 
Saving (T). .. 160 163.6 + 3.6 
Government surplus or deficit (—)(T—G). .. -10 -6.0 + 4.0 
Money stock (M*). ...... .. 205 217.0 + 12.0 
Interest rate (r). 5% 4.2% - 0.8% 

* After an increase of $12 billion in the money stock. 

however, predominates, with the result that the interest rate falls. (As will be 

shown later in this chapter, this need not always be the case.) 

2. Investment spending increases by $7.6 billion, from a rate of $150 

billion per year to $157.6 billion. In this case investment is doubly stimu¬ 

lated by a fall in the interest rate and a rise in disposable income. 

3. The government deficit declines from $10 billion to $6 billion. This is 

because government purchases are unchanged while tax collections increase 

by $4 billion as a result of the rise in GNP. 

The effect of the increase of $12 billion in the money stock can be shown 

by means of IS and LM curves. The IS curve is unaffected by the change in 

money stock; it is depicted by the line IS in Figure 13-3—which is, of 

course, exactly the same as the line IS1 in Figure 13-2. Its equation, repeated 

here for convenience, is 

r = -0.05Y+ 55 

The LM curve, however, is shifted by the change in the money stock. The 

equation of the new LM curve is obtained by substituting the new value of 

M* ($217 billion) along with the original values of the parameters and 
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FIGURE 13-3 

Effect of an Increase in the Stock of Money 

other exogenous variables in Equation 10. This yields the following equa¬ 

tion for the new LM curve: 

r = 0.025Y- 21.2 

The original LM curve is represented by line LMX in Figure 13—3, and the 

new LM curve is represented by line LM2. The equilibrium after the increase 

of $12 billion is at point Q where the lines IS and LM2 intersect. The values 

of Y and r at this point are, of course, $1,016 billion and 4.2 percent. 

DYNAMIC ANALYSIS 

It will be useful to examine a relatively simple dynamic version of the 

model we have been studying. Such a version can be represented by the 

following set of equations. 

Ct = cYtd -f- Co (19) 

It = iY td — vrt + Io (20) 

Xt = xYt + X* (21) 

Ytd = Yt - Xt (22) 

Yt — Ct-i -f* It~i + Gt—i* (23) 

Mtd = kYt — mrt + Lo (24) 

Mta = AT* (25) 

Mtd = Mt3 (26) 
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The only time lag in this model is the output lag—the lag in the adjustment 

of production to sales—which is reflected in Equation 23. This is admittedly 

a tremendous oversimplification; in reality there would be complex lags in 

many of the other equations. Moreover, even this dynamic version of the 

IS—LM model does not contain the investment accelerator discussed in 

Chapter 9. Nevertheless, in spite of its simplicity, some valuable insights can 

be derived from an examination of this model. 

As a first step in analyzing the model, it is useful to shift each of the 

Equations 19, 20, 21, and 22 back one period. This process yields 

Ct—i — cYt—id -f- Co 09') 
It-1 = iY t-id — vrt~ i + lo (20') 

= xYt-i + X* (21') 

YtS = Yt-, - Xt—x (22') 

Equations 19', 20', 2T, and 22' can now be substituted into Equation 23- 

Upon doing this and collecting terms, and assuming G* is a constant 

designated simply as G*, we obtain 

Yt = (c + f)(l — xyYt-1 — vrt-1 + Co + I0 — (c+0X* + G* (27) 

Substituting from Equations 25 and 26 into Equation 24 and assuming Mt* 
is a constant designated as M*, we obtain 

M* = kY t — mrt + L0 

Shifting this equation back one period in time and solving for rt_x, we have 

r,-i = - y,_1 + - (L« - M*) (28) 
m m 

We can eliminate rt—\ from Equation 27 by substituting for it the value 

given by Equation 28; upon substituting and collecting terms this yields 

Y, = [(c + 0(1 - x) - -1 Y,_, + Co + io - -(Lo - M*) 
L mj m 

-(c+0X* + G* (29) 

This is a difference equation in Y—it shows the value of Y in period t as a 

function of its value in period t — 1 and of the parameters and exogenous 

variables of the model. It is apparent that if the value of Y for a single 

period is known and if the parameters and exogenous variables are given 

and remain constant, values of Y for all ensuing periods can be obtained by 

using Equation 29. 

An equilibrium position for this model means that Y remains constant 

from period to period. We can obtain the equilibrium value (Y) of Y by 

assuming that Yt = Yt_1 = Y in Equation 29. This yields 

W 
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Y = |V+ 0(1 - at) — -1 ?+ C, + lo — -(lo - M*) 
L mj m 

— (c -f- f)X* -j- G* (30) 

Solving this equation for the equilibrium value of Y, we obtain 

m 

Go + ro--io+-M* 
mm 

-0+OX*+G*] (31) 

The student will note that this is exactly the same as Equation 11, which 

gives the equilibrium value of Y for the static model presented earlier in this 

chapter. 

Numerical Illustrations 

It will be useful to work out in a dynamic context the numerical 

examples presented earlier in the chapter, showing the effects of a change in 

government purchases and in the stock of money. We shall use the same 

values of the parameters that were assumed earlier: c = 0.7, i = 0.1, 

x = 0.25, v=8,k = 0.25, m — 10, C0 = 68, T* — — 10, I0 — 114, and 

L0 = 5. Initially, it is assumed that G* = 250 and M* = 205. The values 

of the endogenous variables in the initial equilibrium, corresponding to 

these values of G* and M* are shown in the Original Equilibrium columns 

of Tables 13-4 and 13-5. The entries in these columns are, of course, the 

same as the entries in the Original Equilibrium columns of Tables 13-2 and 

13-3. 

In Table 13—4, it is assumed that the level of government purchases 

(G*) rises by $12 billion to $262 billion in period one and remains there. 

The table shows the dynamic process by which the endogenous variables 

move toward their new equilibrium values, which are shown in the last 

column of the table. These values are, of course, the same as those shown in 

the New Equilibrium column of Table 13-2. 

Table 13-5 shows the process by which the variables move from one 

equilibrium position toward another when the money stock ( Af*) is in¬ 

creased. It is assumed in this illustration that government purchases (G*) 
remain at their original level of $250 billion, while the money stock is 

increased by $12 billion to $217 billion in period one and remains at this 

higher level. The entries in the New Equilibrium column of Table 13-5 are, 

of course, the same as the entries in the corresponding column of Table 

13-3. 
The behavior of the interest rate is especially worth noting in Table 

13-5. The interest rate falls sharply from 5 to 3.8 percent in period one, 
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when the rise in the money stock occurs. However, in succeeding periods, as 

the lower interest rate stimulates investment, causing income and the 

transactions demand for money to increase, the interest begins to rise toward 

its new equilibrium value of 4.2 percent. 

Stability Conditions 

Let us define the variable yt to be the deviation of GNP in period t from 

its equilibrium value; that is, 

yt — Yt — Y 

The same definition holds, of course, for other periods: 

jt-i = Yi-i - Y, yt-2 = Y,_2 - Y 

and so on. 

If we subtract Equation 30 from Equation 29, we obtain 

r, - ? = [(f + 0(i - *) - ^](y,_, “ T) 

yt = [(« + 0(1 -•*■)- yt-i 

If we are given the value, Y0, of GNP in an initial period, we can define 

y0 = Y0 — Y (Y, of course, being a number whose value can be calculated 

from Equation 30 for given values of the parameters and exogenous 

variables). Then we have 

yi = [o + 0(1 “ 

y2 = £(* + 0(1 -•*■)--—] yi = [(* + 0(1 - *0 - ~] y0 

Or, in general, 

yt=[o+o(i - x) - g* 
Since yt — Yt—Y and y0 — Y0 — Y, this equation can be written 

[Ijb t _ 
0 + 0(1-*)--- (Yo-Y) 
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or 

Y, = \(c + 0(1 - x) - ^] (Yo -?') + ? (32) 

where 

Y =---- [g + u - - U + - M* 

1 - (c+ 0(1 -*) + — " " m 

— (c + 0-X* + G*\ (31) 

Thus, if the values of all of the parameters and exogenous variables are 

given and if Y starts from a given arbitrary value, Y0, in period zero, the 

values of Y in all successive periods, t = 1, t = 2, etc., can be calculated 

from Equations 32 and 31. The system will be stable if, starting from an 

arbitrary value, To, it approaches its equilibrium value, Y, with the passage 

of time. This will be the case if 

(c + 0(1 — at) — — < 1 
m 

since, if this condition is fulfilled, the first term of Equation 32 will approach 

zero as t approaches infinity, leading to the result 

[Yt] = Y 
t -*QO 

Thus, the stability condition for the system is 

(f+iX 1-*)--< 1 (33) m 

Since the multiplier analysis assumes that the economy starts from a 

position of equilibrium, we can use the ideas developed above to work out 

a dynamic version of the multiplier by assuming that the initial value, Y0, 
from which the economy starts, is an equilibrium value. For example, let 

us suppose that the economy is in equilibrium initially at Y0 with govern¬ 

ment purchases of G0*. That is 

1 - (c + 0(1 - *) + — 
m 

Co+.io --U + -M* 
m m 

-(<r+0X* + G>*] (34) 

Now suppose government purchases increase to Gx*. The equilibrium, Yu 
will be 
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1 — (c + 0(1 — x) 4- 

Equation 32 becomes 

[c„+io--Lo + -M* 
L mm 

-(c+ OX* + gA (35) 

y, = [o+00 - ■*) - cn - yo + 

Subtracting Y0 from both sides of this equation, we have 

Y, - Fo = - [(r + 0(1 - *) - ^]'(?! - Yo) +?,-?. (36) 

Subtracting Equation 34 from Equation 35, we obtain 

Yi - Yo = 
Gx* - G0* 

1 — (c + 0(1 — •*■) + — 
m 

Substituting Equation 37 into Equation 36 and simplifying, we obtain 

Y, - Y0 = 

i-IV+ oa 
1 — (c + 0(1 ” -*0 4— 

(Gx* - Go*) 

Letting AYt — Yt — Y0 and AG* — Gx* — G0*, we have 

AY, = 
i-f^Od-*)-^]4 

l-(c+0(l-^)-h^ m 

If we designate by AY" the value of AY( as t becomes infinitely large and 

if the stability condition (c + /) (1 — x) — vk/m < 1 is satisfied, we have 

AY = -—-t AG* 

1 - (c + 0(1 - at) -h - 

This is the same as the static multiplier for a change in government purchases 

(Equation 15) developed earlier in this chapter. 

It will be recalled that the stability condition for a multiplier model 

without monetary feedback, as presented in Chapter 6, was that the mar- 
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ginal propensity to spend out of GNP could not exceed unity. In the present 

context, this condition would be 
■ ; 

r (C + 0(1 — X) < 1 
On the other hand, the stability condition (Equation 33) for the present 

h: model can be written as 

(c + 0(1 — x) < 1 + — 
m 

Since the monetary feedback exerts a stabilizing influence, the model with 

monetary feedback will be stable even if the marginal propensity to spend 

out of GNP is greater than unity, provided it is less than unity plus the term 

vkjm, which measures the strength of the monetary feedback. 

The stability condition can also be related to the slopes of the IS and LM 
curves. From Equations 9 and 10, the slope of the IS curve is 

|p- -;d-fr+0a-*» 

and the slope of the LM curve is 

Ar__ k 
AY m 

The stability condition (Equation 33) can be rewritten as follows 

--<i-0+0(1-.*) 
m 

Multiplying both sides of this inequality by — 1 and reversing the inequality 

signs as this multiplication requires, we have 

-(1-01-0(1-*)) m 

Dividing both sides of this inequality by v, we obtain 

-> -l(i -o + oa-*)) m v 

Since the left-hand side of this inequality is the slope of the LM curve and 

the right-hand side is the slope of the IS curve, the stability condition can be 

restated as 

Slope of LM curve > Slope of IS curve 

In our earlier numerical illustrations, the relevant parameters had the 

following values: c = 0.7, i = 0.1, x ==■ 0.25, v — 8, k = 0.25, m — 10. In 

this case the stability condition (Equation 33) was satisfied, since 
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0F + 0(1 - *) - — = 0.4 
m 

It is also apparent from Figures 13-2 and 13-3 that the slope of the IS 
curve is less than the slope of the LM curve, since the slope of the IS curve is 

negative while that of the LM curve is positive. 

As was pointed out earlier in this chapter, the slope of the LM curve is 

always positive. However, it is possible to have a stable economy in which 

the IS curve is positively sloped, provided its slope is less than that of the 

LM curve. It will be instructive to consider a numerical example in which 

this is the case. Consider the following set of equations 

Ct = 0.91V 

It = 0.71V - 20rt - 282 

Xt = 0.25V* + 30 

IV =Yt-Xt 
Yt = Ct_! + It-i + G* 

Mtd = 0.3017 - 10r< - 30 

Mf = M* 
Mtd = Mt* 
G* = 270 

M* = 200 

The values of the parameters and exogenous variables in this case are: 

c — 0.9, i — 0.7, x = 0.25, v — 20, k — 0.30, m— 10, C0 = 0, I0 = 

- 282, X* = 30, L0 = — 30, M* - 200, G* = 270. To find the equilib¬ 

rium value of Y, we substitute these values into Equation 11, obtaining 

Y = $1,000 million 

The equilibrium values of all of the endogenous variables are shown in the 

Original Equilibrium column of Table 13-6. 

The equations of the IS and LM curves, obtained by substituting the 

relevant values into Equations 9 and 10, are 

r = 0.01V — 3 IS curve 

r = 0.03Y — 23 LM curve 

The stability condition is satisfied, since 

.0+ 0(1 - *) - ~ = 0.6 m 

or, alternatively, 

Slope of LM curve = 0.03 > Slope of IS curve = 0.01 

The IS curve is line IS while the LM curve is line LMX in Figure 13-4. 

These two lines intersect at point P. The equilibrium values of Y and r 
corresponding to this point are Y = $1,000 billion and r = 7 percent. 
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FIGURE 13-4 

Effect of an Increase in the Stock of Money with an Upward Sloping IS Curve 

r=0.037-23- 

' LM2 

/ 
\r=0.03Y-24 

_-IS 

r=0.01 Y-3 

0 ' 900 

It will be instructive to examine the behavior of the economy when the 

money stock is increased in this case. The multipliers for a change in 

government purchases (AG*) and for a change in the stock of money 

(AM*), obtained by substituting the appropriate values in Equations 15 

and 17, are 

= 2.5 

In Table 13-6 it is assumed that the money stock is increased by $10 billion, 

from $200 billion to $210 billion, in period one. The table shows the 

dynamics of the expansion caused by this increase, and, in the last column, 

the new equilibrium that will ultimately be reached. 

The increase of $10 billion in the money stock shifts the LM curve from 

LMX to LM2 in Figure 13—4. The equation of the new LM curve is 

r = 0.03^ - 24 

The new equilibrium is at point Q where the line LM2 intersects the line IS. 
The new equilibrium values corresponding to this point are Y — $1,050 

billion and r = 7.5 percent. 



[Ch. 13] Economy with a Simple Monetary Sector • 279 

The distinctive feature of this illustration is that an increase in the stock 

of money causes the equilibrium interest rate to rise. This is clearly apparent 

in Table 13-6. In period one the interest rate falls sharply from its initial 

equilibrium value of 7 percent, to 6 percent. In succeeding periods, the 

expansion of income increases the transactions demand for money. By period 

four, the interest rate has risen above its original level of 7 percent, and its 

new equilibrium value, shown in the last column, is 7.5 percent. 

For purposes of clarification, an unstable situation is depicted in Figure 

13-5. In this case the slope of the IS curve is positive and greater than that 

FIGURE 13-5 

Illustration of an Unstable Economy 

of the LM curve. It is possible to see in common sense terms why this 

economy is unstable. Suppose initially the IS curve is the line ISX while the 

LM curve is the line LM. The economy is in equilibrium at point P where 

these lines intersect, with Y =Y0 and r =■ r0. Now an increase in govern¬ 

ment purchases occurs, raising the IS curve from ISX to IS2.5 The new equi¬ 

librium point will be at Q, where the new IS curve intersects the LM curve, 

with equilibrium values Y = Yx and r — rx. The instability of the system is 

apparent from the fact that the equilibrium value of Y with the higher level 

of government purchases is below the original equilibrium value. It is quite 

clear that the increase in government purchases will cause income to in¬ 

crease, thereby moving it away from the new equilibrium value rather than 

toward that value. 

5 It is apparent from Equation 9 that an increase in government purchases (G*) will 

cause a vertical shift in the IS curve by increasing the size of its intercept on the /-axis. 



Chapter 

14 

SOME REFINEMENTS OF 

AGGREGATE DEMAND 

THEORY 

In several respects, the analysis presented in previous chap¬ 

ters is considerably oversimplified, particularly in its treatment of the finan¬ 

cial sector of the economy. The purpose of this chapter is to round out the 

analysis by taking account of some of the complications that have been left 

out up to this point. 

THE STRUCTURE OF INTEREST RATES 

In our earlier discussion, we have considered the role of, and the deter¬ 

mination of, "the” interest rate, thereby implicitly assuming the existence 

of only one interest rate in the economy. This is obviously a gross over¬ 

simplification; in fact there are hundreds of interest rates. These interest 

rates are not the same, although they are related. In this section, we will 

discuss some of the relationships that exist among interest rates. 

Debt contracts differ among themselves in a number of respects. Some 

of the main dimensions that can be used in classifying them are as follows: 

1. Maturity. The time that elapses between the time a debt contract is 

entered into and the time when the borrower agrees to repay the debt varies 

from a day or two to a period of many years.1 Usually, the maturity of a debt 

that is meaningful is the period that remains until maturity at the time of 

observation, rather than the time that was scheduled to elapse between the 

original issuance of the contract and its ultimate repayment. Thus, a bond 

issued in 1950 and due for repayment 30 years later in 1980 had a maturity 

of 12 years in 1968. Some debts, such as demand deposits in a bank (which 

are debts of the bank to the depositors) are due on demand—that is, when¬ 

ever the holder wants to cash them in—and do not therefore have a specific 

maturity. 

2. Marketability. Many debts, such as bonds issued by governmental 

units or private corporations, have organized resale markets on which they 

1 The extreme case of long maturity is a consol, which is a debt contract under which 
the borrower agrees to pay interest indefinitely into the future without ever repaying the 
principal of the debt. Thus, the maturity of a consol is infinitely long. We have had 
several occasions to use consols for illustrative purposes in earlier chapters. 

280 
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can be sold by their owners, prior to maturity, at prices that vary in such a 

way as to keep their yields in line with prevailing interest rates. Such debts 

may be described as marketable. Other debt contracts, including most loans 

made by banks and other financial institutions, cannot be sold by the lenders 

prior to maturity and are therefore termed nonmarketable?' Some debts, 

while not marketable, are redeemable on demand at a specified price by 

the holder. For example, bank deposits can be redeemed at face value in 

cash at the bank, and U.S. Savings Bonds can be redeemed at face value plus 

accrued interest at the U.S. Treasury. 

3. Risk. Debt contracts differ with respect to risk of default—that is, 

risk that the borrower will be unable to pay the interest when due or repay 

the principal at maturity. Debt issues of the U.S. Treasury are free of default 

risk, since the federal government has the power to issue money to pay off 

its debt if necessary. Private debt issued by individuals and business enter¬ 

prises is subject to a degree of default risk that varies according to the finan¬ 

cial and economic status of the borrower. Since state and local government 

units do not possess money-creating powers, their debt is also subject to a 

degree of risk that varies with the financial condition of the unit, the 

adequacy of its tax base, and other factors. Some types of debt are guaranteed 

or insured by the federal government or its agencies; this reduces the degree 

of default risk attaching to such debt. For example, the Federal Housing 

Agency operates a program of mortgage insurance designed to reduce the 

risk attaching to mortgages that come under the program. 

4. Tax status. The main provision of the tax laws that affects the status 

of debt instruments is the provision which exempts state and local govern¬ 

ment debt from the federal income tax. 

5. Legal and administrative restrictions. There are a variety of restric¬ 

tions which limit the amount of interest that can be paid on debt obligations. 

Many states have usury laws which set upper limits on the rate of interest 

that can be charged on various kinds of debt. There are often statutory or 

administrative limitations on the interest that can be paid on state and local 

government security issues. The Federal Reserve and other federal agencies 

empowered to regulate banks and other financial institutions have authority 

to establish ceilings applicable to the interest rates that can be paid on 

various classifications of time and savings deposits of banks and savings and 

loan associations. The federal housing agencies are empowered to limit 

interest rates that can be charged on mortgage loans guaranteed or insured 

by the federal government. There is a legal limit of 414 percent on the 

interest rate the federal government can pay on new issues of its securities 

having a maturity longer than seven years. 

All of the features listed above, some of which are inherent in the nature 

of debt contracts and some of which reflect the working of legal provisions 

2 Loans made by banks that are members of the Federal Reserve may under certain 
conditions be discounted at (i.e., sold to) the Federal Reserve or pledged as collateral 
for advances from the Federal Reserve. 
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and constraints, influence the structure of interest rates on various types of 

debt. 

The Maturity Structure of Interest Rates 

Interest rates vary in a reasonably systematic way according to the ma¬ 

turity of det>t instruments. In order to isolate the effects of debt ma¬ 

turity, it is necessary to abstract from the multitude of other factors affecting 

interest rates. The usual way of accomplishing this is to confine the analysis 

FIGURE 14-1 

Maturity Structure of Interest Rates 
(March 1958, August 1959, and August 1969) 

to interest rates on marketable U.S. government debt. As indicated above, 

such debt is completely free of default risk, since the federal government 

can, if necessary, issue money to pay off its debt. 

Figure 14—1 presents so-called yield curves for U.S. government securities 

as compiled by the Treasury Department for the months of March 1958, 

August 1959, and August 1969.3 Each of these yield curves shows how the 

3 These yield curves are taken from issues of the Treasury Bulletin for April 1958, 
September 1959, and September 1969, respectively. 
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yields to maturity on U.S. government securities varied with the maturity 

of the securities on the indicated date.4 

The Expectations Hypothesis 

The most common explanation of the maturity structure of interest rates 

is based on the so-called expectations hypothesis,5 To illustrate this hypothe¬ 

sis, we make the following assumptions: 

1. All investors have definite expectations with respect to future short¬ 

term interest rates, and these expectations are held with complete confidence. 

2. The objective of investors is to maximize expected profits, and they 

are prepared to transfer funds freely from one maturity to another in order 

to achieve this objective. 

3. There are no costs associated with investment and disinvestment in 

securities. 

Suppose we take the current short-term (one-period) interest rate, Ru to 

be given and assume that investors have definite expectations concerning the 

sequence of one-period rates, r2, f3, . . . , rn, which will prevail in coming 

periods.6 Then if $1 is invested in a one-period security and the proceeds 

4The yields to maturity are calculated by use of equation (2) of Chapter 11. This 
equation is repeated here for convenience. 

V= cPl~ ^ + P(1 + r)~n 
r 

where V is the price of the security, P is its face (or par) value, c is the coupon interest 
rate, n is the number of years to maturity, and r is the yield to maturity. With the face 
value, coupon rate, and period to maturity given by the terms of the security, and with 
the current price given by the market, the above equation gan be used to find the yield 
to maturity. For example, if a security has a face value of $1,000, a coupon rate of 5 
percent, and 16 years remaining to maturity, and if it is currently selling at a price of 
$895.94, its yield to maturity is 6 percent, as calculated from the above equation. In 
practice, most bonds pay interest twice a year; when this is the case, the coupon rate on 
a per annum basis must be divided by 2 and the number of years to maturity must be 
multiplied by 2 before applying the equation, and the resulting yield must be multiplied 
by 2 to put it on a per annum basis. The formula as given above is not easy to solve for r 
when P, c, F, and n are given; however, there are prepared bond tables that can be used 
to look up the answer. See, for example, Executive Bond Values Tables (Boston: Financial 
Publishing Co., 1947). 

5 See J. R. Hicks, Value and Capital (2d ed.; Oxford: Clarendon Press, 1946), pp. 
144-52; F. A. Lutz, "The Structure of Interest Rates,” Quarterly Journal of Economics, Vol. 
LV, November 1940, pp. 36-63, reprinted in William Fellner and B. F. Haley (eds.). 
Readings in the Theory of Income Distribution (Philadelphia: Blakiston Co., 1946), 
pp. 499-529; J- W. Conard, An Introduction to the Theory of Interest (Berkeley: Uni¬ 
versity of California Press, 1959), Part 3; B. G. Malkiel, The Term Structure of Interest 
Rates: Expectations and Behavior Patterns (Princeton, N.J.: Princeton University Press, 
1966). 

6 Throughout this discussion, we use the capital letter R, with appropriate subscript, 
to indicate actual yields to maturity of securities as recorded in the market, and the small 
letter r, again with appropriate subscript, to indicate one-period interest rates which 
investors expect will prevail in future periods. Thus, for example, Rt is the actual one- 
period rate currently prevailing, Rn is the currently prevailing yield to maturity of a 
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(including accumulated interest) in each succeeding period are invested 

in one-period securities, the amount an investor will expect to have ac¬ 

cumulated by the end of n periods is given by 

(1 + RQQ + r2)( 1 + fi) . . . - (1 + O (1) 

Let Rn be the prevailing yield to maturity on an ^-period security. If a 

new security with ‘a maturity of n periods is issued with a coupon rate jRn, 

this security will sell at par.7 Now suppose an investor invests $ 1 in such a 

security, planning to hold it to maturity and to invest the interest coupons as 

he receives them at the successive short-term (one-period) rates which he 

expects to prevail over the life of the long-term security. The amount the 

investor would expect to accumulate by the end of n periods as a result of 

this procedure is given by the expression 

RnQ H- rQQ “b *3) • • • (1 + rn) + RnQ + t-3X1 "i" r0 • • • (1 + 7*0 

+ • * • + RnQ + t'n') + Rn + 1 (^0 

The first term of this expression {jR„ (1 + r2) (1 + r3) . . . (1 + rn)} is the 

amount to which the first coupon payment (received at the end of period 1) 

is expected to accumulate by the end of n periods; the second term 

LR„(1 + r3) (1 + r4) . . . (1 + 7*„)} is the amount to which the second 

coupon is expected to accumulate; and so on, with the next to the last term 

(Rn) representing the last coupon to be received at the end of the nth 
period, and the last term representing the repayment of the $1 principal at 

the maturity of the security. 

Since we are assuming that investors are intent on maximizing profits, we 

may suppose they will allocate their funds between one-period securities and 

^-period securities in such a way as to equate the expected returns on the 

two. That is, they will make the value of expression (2) above equal to 

that of expression (1). Thus, we have 

RnQ- + 7*2X1 7*3) • • • (1 + fn) “b RnQ + 7,3)(l + #0 . . . (l + rQ 
+ • • • + RnQ + rQ + Rn + l 

= (1 + Ri)Q + 7*2) . . . (1 + rO (3) 

Since we are treating Ru r2, . . . , rn as given, we can solve Equation 3 for 

Rn, as follows 

(1 + -RiXl + 7*2) • • • (1 + r„) — 1 

” “ (1 + 70(1 + 7*3) ■ • • (1 + 7-0 + (1 + 7-aXl + 7-0 ... (1 + 7*0 

+ • • • + (1 + 7-0 + 1 (4) 

security having five periods to run to maturity, r2 is the one-period interest rate which 
investors expect will prevail in period 2, n is the one-period interest rate which investors 
expect will prevail in period 6, and so on. 

7 It is immediately apparent from the equation given in footnote 4 that if the coupon 
rate on a security is equal to the prevailing yield to maturity on securities of that maturity 
(that is, if c~r), the security will sell at par (that is, V = P) • 
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Equation 4 gives the equilibrium (profit-maximizing) value of Rn as a 

function of Rlt r2, r3, ... , rn. 
These ideas are illustrated in Table 14-1 which shows the structure of 

interest rates on bonds having maturities of from one to six years on a hypo¬ 

thetical date. In constructing the table, it was assumed that the current 

short-term (one-year) interest rate, R1} was 3 percent and that the ex¬ 

pected future one-year rates, r2, r3, r4, r5, and r6, were 5 percent, 2 percent, 

6 percent, 6 percent, and 8 percent, respectively. (This information is pre¬ 

sented in the first three columns of the table.) The current and expected 

short-term rates are used to calculate the yields to maturity on bonds, R2, R3, 
R±, R5, and R6, by means of Equation 4 above.8 This set of yields, which 

constitutes the maturity structure of interest rates, is shown in column (6) of 

Table 14-1. The corresponding yield curve is shown in Figure 14-2. 

It should be noted that a reasonably good approximation to the results 

obtained by Equation 4 can be achieved by using the simple average of 

the current one-period rate and the expected future one-period rates over 

the relevant period to calculate the bond yields. The equation is 

Rn = • -J±h (5) 
n 

8 A typical calculation, that for Rs, is as follows 

(1 -f- RiXl ~b ^2X1 + rz) — 1 

(l + ri)Q- + fz) + (1 + rz) + 1 

___ (1.03X1-05)(1.02) - 1 

(1.05)(1.02) + (1.02) + 1 

= .03304 
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FIGURE 14-2 

Hypothetical Yield Curve Constructed from Information 

in Table 14-1 

The yields obtained by use of this approximation are given in column (7) 

of Table 14—1.9 

9 There is another equation that is often used to express the expectations hypothesis. 
It uses the following expression for the supi built up by investing for n periods in an 
»-period security 

(1 +Rn)n CO 

This is then equated to expression (1) given in the text to obtain the following equation 

(1 + R„> = (1 + Ri)(l + r*Xl + a). . . (1 + O 

Solving this equation explicitly for Rn, we obtain 

Rn — [(1 + ROC 1 + rO(l + rO • - • (1 + r„)]» — 1 Cii) 

The difference between this and Equation 4 given in the text arises from the fact that 
expression (i) above involves the assumption that the investor is able to invest the interest 
proceeds from the long-term investment each period at the long-term rate, Rn. This can 
readily be made apparent as follows: The sum built up at the end of n periods by in¬ 
vesting $1 at Rn and then reinvesting the interest at Rn can be expressed directly as 
follows: 

Rn( 1 + Rn)*-1 + Rn(l + Rn)"-2 + * • • + Rn(l + Rn) + Rn + 1. 

It can easily be shown by use of the formula for the sum of a geometric progression 
that the sum of all of the terms in the above expression prior to the last two is 
(1 + Rn)* — (1 + R„). Thus, the expression simplifies to 

(1+ Rn>- d+ Rn)+ R„+ 1 = (1 + Rn> 

Since Rn is the long-term rate for n periods, it is unrealistic to assume that the investor 
would be able to reinvest the successive interest payments at this rate. Thus, Equation 4 
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If the relation given by Equation 4 holds, the expected return to the 

investor for a specified period will be the same regardless of the maturity of 

the security he chooses to invest in. To illustrate, suppose he invests in a 

newly issued one-year $1,000 bond bearing a coupon rate of 3 percent. 

Since this bond will be selling at par, he will have to pay $1,000 for it, 

and he will receive $1,030 at the end of the year, thereby earning a return 

of exactly 3 percent.10 Suppose instead he chooses to invest in a $1,000 bond 

bearing a coupon rate of 4 percent and having three years to run to 

maturity. Since, according to column (6) of Table 14-1, the yield to 

maturity of three-year bonds is 3.30 percent, the price of a $1,000 three-year 

bond bearing a 4 percent coupon can be calculated as follows:11 

V = (.04)($1,000) 1 - (03°3030:> 8 + ($1,000)(1.0330)-3 

V = $1,018.85 

One year later, this three-year security will have become a two-year security. 

Using the interest rate expectations shown in the first three columns of 

Table 14-1 in conjunction with Equation 4, the yield to maturity that is 

expected to prevail on two-year securities one year ahead can be calculated 

as follows: 

r-n x _ (1 + r2)(l + P3) — 1 
Wperiod2 (l + r,) + l 

= .03515 

(1.05X1-02) - 1 

1.02 + 1 

' That is, the yield on two-year securities one year later is expected to be 

3.515 percent. The expected price of the $1,000 4 percent bond correspond¬ 

ing to this rate can be calculated as follows: 

V = (,04)($1,000) 
1 - (.03515)-2 

.03515 
+ ($1,000)(1.03515)-2 

V = $1,009.21. 

Thus, the expected return from buying the three-year bond and selling it one 

year later can be calculated as follows: 

Purchase price.$1,018.85 

Interest for 1 year. 40.00 
Capital gain or loss (—) on sale of security 

($1,009.21 - $1,018.85). -9.64 

Net earnings for the year..-...$ 30.36 = 3% of $1,018.85 

in the text, which assumes that the interest payments are reinvested at the sequence of 
short-term interest rates, is preferable. However, the results obtained with the two equa¬ 
tions are generally quite similar; and Equation ii above is much less complex than 
Equation 4 in the text. Consequently, Equation ii has frequently been used—for example, 
in empirical studies of the term structure of interest rates. 

10 In these illustrations, it is assumed that bonds pay interest once a year. 

11 This is an application of the formula given in footnote 4 above. 
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Thus, the one-year "holding period yield” (including interest together with 

capital gain or loss) is 3 percent—the same as the current one-year interest 

rate. 

This exatpple illustrates a basic point: If the relation among interest rates 

expressed by Equation 4 holds true, an investor can expect the same re¬ 

turn (including capital gain or loss) from investing funds for one year no 

matter what the maturity of the securities he invests in. And the same prin¬ 

ciple holds in general for funds invested for two years, three years, or any 

other period. 

Some Qualifications 

There are several reasons why the relationships explained above could 

hardly be expected to hold exactly. 

1. All market participants do not have the same interest rate expecta¬ 

tions, and these expectations are not held with complete confidence. Thus, 

the expectations that influence the interest rate structure are, in some sense, 

the "average” expectations of the various participants. 

2. There are transactions costs involved in shifting funds from one 

maturity sector to another. These include not only explicit monetary costs of 

buying and selling securities but also the costs of keeping continuously 

informed about all prospective developments. Moreover, for some investors, 

the small prospective gains to be had from shifting funds from one maturity 

to another will not be judged to be worth the trouble involved. As a result 

of these factors, the market may show a certain amount of inertia, and the 

fine adjustments needed to achieve full equilibrium will not consistently be 

carried out. 

3. Since expectations are subject to a considerable degree of uncertainty, 

some large institutional investors attempt to keep their funds invested in 

securities whose maturities are approximately the same as the maturities of 

their liabilities. Thus, life insurance companies typically show a market 

preference for long-term securities, commercial banks for short maturities, 

and so on. Such behavior may result in "market segmentation,” which im¬ 

pedes the flow of funds among various maturities. 

Some students of the maturity structure of interest rates have contended 

that these qualifications are so important as to undermine the validity of the 

expectations hypothesis. These observers commonly stress particularly the 

prevalence of market segmentation.12 The more common view, however, is 

that despite these qualifications, expectations are the predominant force 

shaping the structure of rates. It should be noted that for expectations to be 

dominant, it is not necessary for all investors to be "arbitragers” who are 

12 See J. M. Culbertson, "The Term Structure of Interest Rates,” Quarterly Journal of 
Economics, Vol. LXXI, November 1957, pp. 485-517. 
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prepared to shift funds freely from one maturity sector to another in order 
to maximize profits. The behavior of some investors can be dominated by 
other factors—such as the desire to match the maturities of their assets and 
liabilities—provided there is a class of arbitragers who command a sufficient 
amount of funds to dominate the market. 

The Nature of Expectations 

If we assume that the expectations hypothesis holds true at least in a 
somewhat attenuated form, then the way in which the term structure of 
interest rates behaves will depend on the way in which expectations are 
formed and changed. The predominant hypothesis is that investors generally 
have regressive interest rate expectations. That is to say, at any particular 
time they have an opinion regarding the level of interest rates they regard as 
normal, and as short-term rates rise above or fall below this level, they 
expect them to regress back toward this normal level. Thus, as rates rise 
above normal, investors expect them to fall; and as rates fall below normal, 
investors expect them to rise. Using the simple average formulation 
(Equation 5) as an approximation of the relationship implied by the 
expectations hypothesis, it is apparent that (a) when short-term rates are 
expected to fall, current short-term rates will be above long-term rates and 
the yield curve will be negatively sloped, and (b ) when rates are expected 
to rise, current short-term rates will be below long-term rates and the yield 
curve will be positively sloped. By the same reasoning, when the short-term 
rate is at approximately the level judged to be normal and is expected 
neither to rise nor to fall, rates for all maturities will be roughly equal and 
the yield curve will approximate a horizontal line. This would lead to pat¬ 
terns of rates such as those depicted in Figure 14—3. That is, when rates are 
high in relation to normal, they would be expected to fall and the yield 
curve would resemble CD; when rates are low and expected to rise, the 
yield curve would resemble AB; and when rates are not expected to change, 
the yield curve would be a horizontal line at the normal rate level. 

It is apparent that the hypothetical patterns depicted in Figure 14—3 
based on the expectations hypothesis with regressive expectations are 
broadly consistent with the actual rate patterns depicted in Figure 14—1. In 
March 1958, the economy was in recession, and interest rates were low by 
comparison with rates in the recent past as a result of the combined effects 
of the recession-weakened demand for credit and an easy monetary policy on 
the part of the Federal Reserve. Thus, the yield curve for March 1958 as 
shown in Figure 14—1 was upward-sloping, resembling the curve AB in 
Figure 14-3. On the other hand, in August 1959 and again in August 1969, 
the economy was experiencing inflationary pressures and interest rates were 
high in relation to the recent past as a result of strong credit demands and 
restrictive Federal Reserve policy. Hence the yield curves for August 1959 
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FIGURE 14-3 

Hypothetical Patterns of Interest Rates 

and August 1969 in Figure 14—1 were downward-sloping, resembling in a 

general way the curve CD in Figure 14—3. 

There are two qualifications to the analysis presented above that need to 

be considered. 

1. When interest rates are high and the yield curve is basically down¬ 

ward sloping, the curve often exhibits what has sometimes been called a 

"shoulder”—that is, the curve has a rising portion in the short maturity 

range, reaches a peak, and declines thereafter. This phenomenon is evident 

in the yield curves for August 1959 and August 1969 as depicted in Figure 

14-1. The shoulder appears at about a three-year maturity for the August 

1959 curve and at about a one-year maturity for the August 1969 curve. 

One possible explanation of the shoulder phenomenon is the existence of an 

element of what has been called extrapolative expectations. This means that 

when interest rates rise investors expect them to go on rising for a while 

before regressing toward their normal level.13 While it seems probable that 

extrapolative expectations are sometimes present, it is doubtful whether their 

presence can fully explain the appearance of a shoulder of the kind that 

existed in August 1959. One problem is that at that time the extrapolative 

expectations hypothesis would imply that investors expected interest rates 

to continue to rise for about three years before beginning to decline, and 

13 See J. S. Duesenberry, Business Cycles and Economic Growth (New York: McGraw- 
Hill Book Co., 1958), pp. 318-19- 
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this is an implausibly long period. A second difficulty is that if extrapolative 

expectations are present in periods of high rates, they should sometimes 

manifest themselves in periods of low rates, leading to a dip in the yield 

curve in the short maturity range. There is no evidence of this. An alterna¬ 

tive explanation of the shoulder is that there is a class of investors who have 

an inordinate preference for short-term securities. These investors are so 

anxious to avoid risk that they cannot be tempted to venture very far out 

along the yield curve during a period of high interest rates, even though 

there is a prospect of earning capital gains on longer term securities during 

the ensuing period of declining interest rates. Thus, these investors maintain 

a substantial demand for short-term securities even during periods of gen¬ 

erally high interest rates, thereby supporting the prices of these securities 

and holding down their yields. Investors who behave in this way may in¬ 

clude banks and nonfinancial corporations who hold U.S. government 

securities as a repository for their liquid funds. 

2. The "normal” level toward which interest rates ate expected to 

regress should not be viewed as a constant. Rather, it is probably in the 

nature of a moving average of past rates. Thus, if the short-term rate rises 

sharply, the yield curve is likely to take on a negative slope. However, if the 

rate remains at the higher level for a prolonged period, it will cause in¬ 

vestors’ ideas of the normal level of rates to be revised upward, and, as this 

happens, the rate curve will flatten. A decline in short-term rates that lasted 

for a prolonged period would have the opposite effect. 

Concluding Comments 

There is a considerable amount of empirical evidence in support of the 

expectations hypothesis as the basic explanation of the maturity structure of 

interest rates.14 The most successful empirical models have generally made 

the interest rate on long-term Treasury bonds dependent on the relation be¬ 

tween the three-month Treasury-bill rate and a moving average of past rates, 

in some cases attempting to take account of both regressive and extropola- 

tive expectations.15 While these models have generally been fairly successful 

in explaining the maturity structure, there are still significant unsettled 

issues. 

It seems doubtful whether the determinants of investor expectations can 

in all circumstances be satisfactorily captured by variables representing the 

14 See David Meiselman, The Term Structure of Interest Rates (Englewood Cliffs, 
N.J.: Prentice-Hall, Inc., 1962); Frank de Leeuw, "A Model of Financial Behavior,” in 
J. S. Duesenberry, Gary Fromm, L. R. Klein, and Edwin Kuh (eds.). The Brookings 
Quarterly Econometric Model of the United States (Chicago: Rand-McNally, 1965), pp. 
464-530; Franco Modigliani and Richard Sutch, "Innovations in Interest Rate Policy,” 
American Economic Review, Vol. LVl, May 1966, pp. 178—97. 

15 See, for example, Modigliani and Sutch, op. cit. 
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difference between current short-term rates and a moving average of past 

rates. There may be times when rates are very high by recent standards and 

would ordinarily be expected to regress toward normal but when there 

nevertheless exist circumstances which lead investors to expect a further rise. 

For example, investors may foresee large federal deficits which will require 

heavy Treasury borrowing, thereby exerting still further upward pressures on 

interest rates. Or inflationary pressures may be present, leading investors to 

expect a tightening of monetary policy by the Federal Reserve. A fully 

satisfactory explanation of interest-rate expectations is likely to have to in¬ 

corporate "forward-looking” factors of this kind. This is, of course, very 

difficult to do because of the essentially subjective nature of the relevant 

expectational variables. 

A final issue has to do with the effects of changes in the composition of 

the publicly held federal debt on the term-structure of interest rates. Such 

changes could be effected either by the Treasury in its management of the 

public debt, or by the Federal Reserve conducting open-market operations 

in different maturity sectors of the market. To pose the issue clearly: Would 

the maturity structure of interest rates on federal debt be significantly 

affected if the Federal Reserve were to sell $1 billion of 90-day Treasury 

bills out of its portfolio while simultaneously buying $1 billion of 25-year 

Treasury bonds? One’s first commonsense reaction would be to say that this 

would raise the interest rate on Treasury bills while lowering the rate on 

long-term Treasury bonds. Indeed, such a response would be almost certain 

to occur immediately. But if the expectations hypothesis is correct, and if 

the Federal Reserve action did not change investor expectations, investors 

would act in such a way as to restore the preexisting rate structure, and the 

action would have no lasting effects. Several investigators have included 

variables designed to capture the maturity composition of the federal debt, 

or changes in that composition, in empirical models designed to explain the 

rate structure by means of expectations, in order to see if the addition of the 

debt-composition variables improves the explanatory power of the models.16 

In most cases, these efforts have met with little success, and the tentative 

conclusion seems to be that if changes in debt composition affect the term 

structure of interest rates, the effect is very weak or transitory.17 This con¬ 

clusion can, however, be regarded as only a tentative one. One difficulty may 

be that the Treasury itself responds to changes in the structure of interest 

rates in trying to achieve such objectives as minimizing the interest cost of 

16 This is done in de Leeuw, op. cit., and Modigliani and Sutch, op. cit. 

17 For an empirical study which suggests that Treasury debt management and Federal 
Reserve actions can affect the maturity structure of interest rates, although not very 
powerfully, see A. M. Okun, "Monetary Policy, Debt Management, and Interest Rates: 
A Quantitative Appraisal,” in Stabilization Policies, Research Studies Prepared for the 
Commission on Money and Credit (Englewood Cliffs, N.J.: Prentice-Hall, Inc., 1963), 
pp. 331-80. 
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financing the debt, and it is therefore difficult to disentangle the effects of 

the term structure on the composition of the debt from the effects of the 

composition of the debt on the term structure.18 Another difficulty may be 

that, in practice, the changes in the maturity composition of the debt have 

been too small to have much effect; larger changes in debt composition 

might have an appreciable influence on the rate structure. 

Other Features of the Rate Structure 

The above discussion suggests the existence of a fairly well determined 

and systematic relationship among interest rates on U.S. government se¬ 

curities of different maturities. If regressive expectations dominate (as usu¬ 

ally seems to be the case) when interest rates move up and down, short-term 

rates will sweep over a wider range than long-term rates, as indicated in 

Figures 14-1 and 14—3. 

Interest rates on various kinds of private debt are related through a 

process of investor arbitrage to interest rates on U.S. government securities. 

For example, at a given time the interest rate on bonds issued by a private 

corporation and having 10 years to run to maturity will lie above the in¬ 

terest rate on 10-year U.S. government bonds by an amount that is judged 

by the consensus of investors to provide sufficient compensation to cover the 

risk of default on the corporate bonds. If interest rates on U.S. government 

securities should fall, causing an abnormally large margin to arise between 

yields on such bonds and yields on corporate bonds, investors would pur¬ 

chase corporate bonds until their prices had risen and their yields had 

declined enough to restore the differential that investors judged appropriate 

in view of the risk-. 

Tax-exempt bonds issued by state and local governments, like corporate 

bonds, differ according to the degree of risk attributed to them by investors; 

and their yields move with the yields on U.S. government securities of 

equivalent maturity in much the same way as corporate bonds. However, 

their yields are lower than those on corporate bonds of equal quality as a 

result of the tax exemption. Furthermore, the tax exemption introduces an 

additional feature that may affect yield differentials between taxable and 

tax-exempt bonds. To illustrate, suppose at a given time the yield on a given 

quality of 15-year corporate bonds is 5 percent. If the quantity of tax- 

exempt bonds whose degree of risk is judged to be the same as the corporate 

bonds is such that all of the tax-exempt securities are held by taxpayers 

whose marginal tax rates under the federal income tax are 60 percent or 

higher, the yield on the tax-exempt bonds should be 2 percent. The reason 

for this is that the marginal taxpayer buying tax-exempt bonds will be able 

18 See W. L. Smith, "Comment,” American Economic Review, Yol. LYI, May 1966, pp. 
198-200. 
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to earn 2 percent after taxes [5 percent X (1 — .6) = 2 percent] on cor¬ 

porate bonds, so that he would benefit from buying tax-exempt bonds in¬ 

stead until their yield had fallen to 2 percent. Now suppose state and local 

governments issue large quantities of additional bonds to finance schools, 

highways, and other public projects; and in order to attract sufficient in¬ 

vestment funds to absorb these bonds, they find it necessary to appeal to a 

much broader group of investors than originally with marginal tax rates as 

low as 30 percent. If the yield on equivalent corporate bonds remains at 5 

percent, the yield on tax-exempt bonds will have to rise to 3.5 percent f5 

percent X (1 — .3 ) — 3.5 percent] in order to equalize the yield on these 

bonds with the after-tax yield on corporate bonds for taxpayers in the 30 

percent marginal tax bracket. Thus, the relation between yields on taxable 

and tax-exempt bonds depends on the volume of tax-exempt bonds, which 

determines how far down the tax scale it is necessary to reach to find buyers 

for the bonds. 

In general, interest rates move up and down together as economic condi¬ 

tions and the monetary and fiscal policies of the government change. For 

the most part, through a process of arbitrage, interest rates on private debt 

move in such a way as to maintain reasonably stable relationships with in¬ 

terest rates on U.S. government securities of equivalent maturity. 

Some types of interest rates are rather "sticky,” however, and fail to move 

freely as the general level of rates changes. If permitted to do so, rates paid 

by banks on time and savings deposits might move fairly flexibly in line 

with the general level of short-term interest rates. This is because many 

savers are rather sensitive to interest-rate differentials and move their savings 

back and forth between deposits in the banks and short-term securities, 

depending on which will give them the higher return. This sensitivity makes 

bank deposits competitive with securities and works to keep the interest rates 

on the two in line. However, the banking authorities, for a variety of reasons, 

maintain ceilings on the interest rates the banks are permitted to pay on 

time and savings deposits and often do not permit these rates to rise in line 

with interest rates on securities. Rates charged by banks on many types of 

loans do not fluctuate as much as rates on open-market securities. This is 

partly due to the existence of usury laws which set an upper limit on rates 

banks can charge. In addition, the markets for some types of bank loans— 

notably loans to business—are often rather oligopolistic, involving rivalry 

among a relatively small group of banks; and interest rates on these loans 

exhibit the stickiness or rigidity that is characteristic of prices in oligopo¬ 

listic markets generally. While mortgage interest rates move with interest 

rates on open-market securities, their range of fluctuation is commonly 

smaller. There are a number of reasons for this, including the existence of 

state usury laws and ceilings imposed by the federal government on the 

interest rates that can be charged on FHA-insured and VA-guaranteed 

mortgages. 
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determination of the money supply 

In the earlier chapters of this book, we have treated the supply (i.e., 

stock) of money as though it were directly under the control of the central 

bank. Indeed, we have represented the money supply as a policy instrument 

that is capable of being precisely ad justed by the central bank in the conduct 

of monetary policy. 

It is clearly a gross oversimplification to treat the money supply as being 

directly controlled by the central bank. The true instruments of monetary 

policy are primarily the central bank’s portfolio of government securities, 

the discount rate it charges commercial banks when they borrow from it, 

and the cash reserve requirements it imposes on commercial banks.19 The 

central bank cannot easily and directly control the money supply through 

the use of these instruments, since, as we shall see, the money supply is an 

endogenous variable that is determined jointly by the actions of the central 

bank, the responses of the commercial banks, and the public’s preferences 

for different kinds of assets.20 

A Model of the Financial Sector of the Economy 

As a starting point for an analysis of the forces determining the money 

supply, it is useful to begin with a consideration of the sources and uses of 

bank reserves—that is, the factors supplying such reserves to the economy 

and the uses to which these reserves are put. The reserves of member banks21 

19 In addition to these primary instruments, the Federal Reserve System makes use of 
adjustable ceilings on the interest rates that commercial banks are permitted to pay on 
time and savings deposits as a supplemental instrument of monetary policy. Central banks 
in other countries make use of a variety of instruments that are not employed in the 
United States, including loan quotas for the commercial banks and direct regulation of the 
interest rates and other terms applicable to bank loans. Devices of this kind have been 
used to a limited extent in the United States, particularly during World War II and the 
Korean War. However, since they are not normally used here, we shall not consider them 
in this book. 

20 For a further elaboration of the analysis presented in this section, see W. L. Smith, 
"Time Deposits, Free Reserves, and Monetary Policy,” in Giulio Pontecorvo, R. P. Shay, 
and A. G. Hart (eds.), Issues in Banking and Monetary Analysis (New York: Holt, 
Rinehart, & Winston, 1967), pp. 79-113. 

21 For a detailed explanation of the sources and uses of member bank reserves, which 
are derived by a consolidation of the balance sheet of the Federal Reserve System with a 
balance sheet covering certain monetary accounts of the U.S. Treasury, the student is 
referred to H. D. Hutchinson, Money, Banking, and the United States Economy (New 
York: Appleton-Century-Crofts, 1967), Chapter 7 including Appendix. A table showing 
the sources and uses of member bank reserves, under the heading, "Member Bank Re¬ 
serves, Federal Reserve Bank Credit, and Related Items,” is included at the beginning of 
the statistical section of the Federal Reserve Bulletin each month. See, for example, 
Federal Reserve Bulletin, December 1969, pp- A4 and A5. The item labelled “Other 
sources and uses, net,” in Table 14—2, includes the following items from the table in the 
Federal Reserve Bulletin: float, other Federal Reserve assets, gold stock, Treasury cur- 
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of the Federal Reserve System consist of the deposits of these banks with 

their district Federal Reserve banks, together with cash held in the vaults of 

member banks. On the slightly simplifying assumption that all commercial 

banks are members of the Federal Reserve System, the sources and uses of 

reserves are summarized in Table 14-2.22 

TABLE 14-2 

Sources and Uses of Member Bank Reserves 

Sources Uses 

P = Federal Reserve portfolio of Rqd = Required reserves for demand 

U.S. government securities deposits 

Rb = Bank borrowing from Federal Rgl = Required reserves for time de¬ 

Reserve posits 

A = Other sources and uses, net Re = Excess reserves 

N = Currency outside banks 

Reserves are affected by Federal Reserve purchases and sales of U.S. 

government securities which change its portfolio of such securities (des¬ 

ignated by P in Table 14-2), by changes in bank borrowing at the Federal 

Reserve (Rb), and by changes in a variety of other factors lumped together 

under the heading "Other sources and uses, net” (A). The reserves gen¬ 

erated through these forces are absorbed by becoming required reserves for 

demand deposits (Rqd), by becoming required reserves for time deposits 

(Rq ), by becoming excess reserves (Re), or by being paid out to the public 

in the form of currency (N). The source and use tabulation presented in 

Table 14-2 is an accounting statement of such a nature that the sum of the 

sources must always be equal to the sum of the uses. That is, it must be true 

under all circumstances that 

P + R, + A = R* + + Re + N. 

rency outstanding. Treasury cash holdings, Treasury deposits with Federal Reserve Banks, 

foreign deposits with Federal Reserve Banks, other deposits (excluding those of member 

banks) with Federal Reserve Banks, and other Federal Reserve liabilities and capital. 

22 Since all banks are not members of the Federal Reserve System, it is necessary in 

practice to treat Currency in Circulation (which includes all currency and coin outside 

the Treasury and the Federal Reserve System) as a use of member bank reserves. 

The resulting table presents the sources and uses of that portion of member bank re¬ 

serves held in the form of deposits by member banks with the Federal Reserve banks. 

To account for all reserves, it is then necessary to add in the amount of vault cash held 

by member banks. If all banks were members of the Federal Reserve System, it would be 

possible to present a sources and uses analysis covering all member bank reserves in¬ 

cluding vault cash, as is done in Table 14-2, by treating Currency outside Banks (which 

includes all currency and coin held outside the Treasury, the Federal Reserve System, and 

the commercial banks) as a use instead of only Currency in Circulation. Since Currency 

outside Banks is the component for currency (and coin) that is included along with 

demand deposits held by the public in computing the money supply, the assumption that 

all banks are members of the Federal Reserve System results in a considerable simplifica¬ 

tion. 
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This identity can be rewritten as 

P -f- A — Pq -j- Pq* "f" Pe — Pb ~b N (6) 

In this form, it says that P + A = Unborrowed reserves (Rqd + Rq* + Re 
— Rb) plus currency (N). Thus, by controlling P + A, the Federal Re¬ 

serve can determine unborrowed reserves plus currency. It is able to control 

P + A quite accurately by means of open-market purchases and sales of 

U.S. government securities. Employing a distinction that has frequently 

been made, we can say that by engaging in "defensive” open-market opera¬ 

tions to change P (which it can control exactly) to offset undesired changes 

in A (which it cannot control), it can prevent undesired changes in P + A. 
On the other hand, it can use "dynamic” open-market operations to change 

P in such a way as to produce the changes it wants in P -f- A for the purpose 

of conducting monetary policy to promote economic stability.23 We shall 

substitute 

W = P + A (7) 

into Equation 6, W (which is equal to unborrowed reserves plus cur¬ 

rency) being the magnitude which we shall assume the Federal Reserve 

controls by open-market operations. 

In analyzing U.S. monetary policy, considerable use is made of the con¬ 

cept of "free reserves,” which is the difference between excess reserves and 

bank borrowing from the Federal Reserve. If we designate free reserves as 

F, we have 

F = Pe — Pb (8) 

When monetary policy is relatively easy, F is commonly a positive number 

—that is, excess reserves are greater than bank borrowing from the Federal 

Reserve. On the other hand, in periods when monetary policy is restrictive, 

bank borrowing is frequently greater than excess reserves and F is a negative 

number. 

Substituting Equations 7 and 8 into Equation 6 and rearranging terms, we 

have 

W- F= P^+Pq'+N (9) 

If D is the amount of demand deposits, T is the amount of time deposits, 

and d and t are the reserve requirements applicable to demand deposits and 

time deposits, respectively, we may write 

Pqd = dD 
Pq< = tT 

23 The distinction between "defensive” and "dynamic” open-market operations is 

developed in R. V. Roosa, Federal Reserve Operations in the Money and Government 
Securities Markets (New York: Federal Reserve Bank of New York, 1956). 

(10) 
(u) 
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Substituting Equations 10 and 11 into Equation 9, we obtain 

W-F=dD + tT+N (12) 

Despite the manipulations we have performed, Equation 12 is still bas¬ 

ically an accounting identity derived from Table 14—2. 

Now we define the money supply (M) as the sum of demand deposits 

and currency; that is 

M = D + N. 

Let us suppose the public follows the practice of holding a fixed proportion, 

v, of the money supply in the form of currency (and the remainder, of 

course, in demand deposits).24 That is 

N = vM (13) 

D = (1 — v)M (14) 

where v is a positive fraction less than unity. Substituting Equations 13 and 

14 into Equation 12, we have 

W — F = [d(l - v) + v\M + tF. 

If we let m — d( 1 — v) + v, we can rewrite this as 

W - F = mM + tF (15) 

The coefficient m is the effective reserve requirement for money. It is equal 

to the reserve requirement for demand deposits (d) multiplied by the 

proportion of the money supply that is in the form of demand deposits, plus 

the reserve requirement for currency (unity) multiplied by the proportion 

of the money supply that is in the form of currency. 

There is considerable evidence that the demand for free reserves by the 

banks depends on market interest rates and on the Federal Reserve discount 

rate. In linear form the equation for the demand for free reserves might be 

as follows 

F = ard + br + F0 (16) 

where rd is the Federal Reserve discount rate, r is the short-term market 

interest rate (on 90-day Treasury bills, for example), and F0 is a constant 

term. We shall assume, in accordance with the empirical evidence, that 

24 Instead of assuming that currency and demand deposits are held in constant pro¬ 

portions, it would be more accurate to employ separate demand equations for each, since 

there is considerable evidence that they respond differently to changes in income and 

interest rates. On this, see R. L. Teigen, "The Demand for and Supply of Money,” in 

W. L. Smith and R. L. Teigen (eds.), Readings in Money, National Income, and 
Stabilization Policy (rev. ed.; Homewood, Ill.: Richard D. Irwin, Inc., 1970). It would 

be quite possible to expand the model we are employing to handle currency and demand 

deposits in this more realistic way. However, this would increase the complexity of the 

presentation considerably without altering the conclusions in any fundamental way. 

I 

j 

j 
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a > 0 and b < 0. When the discount rate is raised with market interest 

rates constant, free reserves increase as the banks reduce their borrowing 

from the Federal Reserve and increase their holdings of excess reserves in 

order to reduce the chance that they will be forced to borrow. Conversely, 

when market interest rates rise with the discount rate constant, they increase 

their borrowing and reduce their excess reserves.25 

There is abundant evidence, as explained in Chapter 11, that the demand 

for money depends on income and interest rates; in addition, we shall as¬ 

sume that it depends on wealth. Our demand for money equation is 

M. — cY + eK + hr + jp (17) 

where Y is GNP, K is the stock of wealth of the community, r is the interest 

rate on short-term securities, and p is the interest rate paid by the banks on 

time deposits. We assume that c > 0, e > 0, h < 0, and j < 0. That is, 

the public attempts to economize the use of money when either the interest 

rate on securities (r) or the interest rate on time deposits (p) rises. 

We shall assume the existence of a demand for time deposits, which, like 

that for money, depends on income, wealth, and interest rates. The demand 

equation for time deposits is 

T = fY + gK •+- kr~{- wp (18) 

In this case, / > 0, g > 0, k < 0, and w > 0. That is, the higher the 

interest rate on securities, the less time deposits the public will hold, while 

the higher the interest rate on time deposits, the more of them will be held.26 

Since a rise in the interest rate on securities will cause the public to 

shift funds out of time deposits into the now higher yielding securities (this 

is implied by the fact that k < 0), we may suppose the banks will attempt 

to avoid the resulting loss of time deposits by raising interest rates on such 

deposits in response to increases in the interest rate on securities, although 

not necessarily by the full amount of the increase in the interest rate on 

securities. Thus, we have an equation 

p = nr + p0 (19) 

where p0 is a constant term and 1 > n > 0. This is a form of supply 

equation for time deposits—that is, it implies that the banks set the interest 

rate on time deposits in relation to the interest rate on securities and then 

accept all the funds that are offered for deposit at that rate. 

Since changes in interest rates affect spending and income with a con- 

25 For a discussion of the relation of free reserves to the money supply, see Teigen, 
op. cit. On free reserves and their behavior generally, see A. J. Meigs, Free Reserves and 
the Money Supply (Chicago: University of Chicago Press, 1962); W. L. Smith, "The 
Instruments of General Monetary Control,” National Banking Review, Vol. I, September 
1963, pp. 47-76, reprinted in Smith and Teigen, Readings, rev. ed., op. cit. 

26 On the demand for time deposits and its relation to the demand for money, see 
Teigen, op. cit. 
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siderable lag, and since changes in the community’s wealth occur only 

gradually as saving leads to wealth accumulation, we shall, for purposes of 

this analysis, treat income and wealth as constants; thus, we will set Y equal 

to a constant value Y, and K equal to a constant value K in Equations 17 

and 18. This permits us to isolate the financial sector of the economy, 

leaving out the links from the financial to the real sector and the feedbacks 

from the real to the financial sector. This is a legitimate form of partial 

equilibrium analysis, although a more complete analysis would require us 

to take the links and feedbacks into account. 

Analysis of the Model 

The model we are using is composed of the following five equations, 

which are repeated for convenience: 

W-F=mM+tT (15) 

F — ar& + br_-\- Fo (16) 

M = cY -j- fK hr - jp (17) 

T = f?+ gK + kr + wp (18) 

p = nr + p0 (19) 

This model contains five endogenous variables: the amount of free re¬ 

serves (F), the stock of money (M) which is composed of currency and 

demand deposits in constant proportions, the stock of time deposits (T), 

the interest rate on securities (r), and the interest rate on time deposits (p). 

There are four policy instruments that the central bank may employ in con¬ 

ducting monetary policy: W, which represents open-market operations; rd, 

the discount rate; d, the reserve requirement for demand deposits; and t, the 

reserve requirement for time deposits. [Since with a constant ratio, v, of 

currency to the money stock, we have m~d{ 1 — v) + v, a change in d 

will affect m in Equation 15}. We shall consider only the effects of open- 

market operations, but the other instruments could be analyzed in a similar 

way. The model analyzes the interacting markets for four financial assets, 

one held by the banks (free reserves), one held by both the banks and the 

public (securities), and two held by the public (money and time deposits).27 

It is useful to think of the securities in the model as short-term securities, 

such as 90-day Treasury bills which are close substitutes for money and time 

deposits in the portfolios of investors. Thus, the interest rate, r, should be 

viewed as the short-term interest rate. 

27 In a model such as this one containing four markets, if three of the markets are 
equilibrated, the fourth must also be in equilibrium. Thus, it is not necessary to include 
specific equations for the fourth market. In this model, there are, in effect, supply and 
demand equations for free reserves, money, and time deposits; it is not necessary to in¬ 
clude equations for the market for securities. See footnote 5 in Chapter 12 above. 
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To analyze the working of the model, we begin by substituting Equations 

16,17,18, and 19 into Equation 15. This process yields 

W — ard — br — F0 = mcY + meK + mhr + mjnr + mjp0 + tfY 

+ tgK + tkr + twnr -f- twp0 (20) 

Solving Equation 20 for r, we obtain 

r = —j——. 1, -—t W ~ *rd - F0 - (me + tf)Y 
mh + mjn + tk + twn + b 

— (me + tgjK — (mj + tw)p0] (21) 

In the context of this model, which contains only three financial assets— 

money, time deposits, and securities—that are held by the public, any funds 

that are shifted into time deposits as a result of a rise in the interest rate on 

time deposits must come either from money or from securities. If it is as¬ 

sumed that a given rise in the interest rate on time deposits will induce the 

shifting of the same amount of funds from securities to time deposits as 

would be induced by an equal decline in the interest rate on securities, we 

can write 

w = -j - k (22). 

In the case of a rise in the interest rate on time deposits, w measures the 

total volume of funds attracted into time deposits, —j, measures the portion 

of these funds derived from a shift out of money balances, and —k measures 

the portion derived from a shift out of securities. 

Substituting Equation 22 into Equation 21, we obtain 

r = J , 7--vT—j—t [W — ard — F0 — (me + tf)Y 
mh + (m — t)nj + ^(1 — n)k ~\~b J 

— (jme + tg)K — (mj + twjp0] (23) 

Next, substituting Equation 19 into Equation 17, we have 

M = (h + njjr + cY + eK + jpQ (24) 

Substituting Equation 23 for r in Equation 24, we obtain 

M - *r+0,-1?+%-*■»+>" C”c+tD? 
— (me + tg)K — (mj + twjpQ] + cY + eK + jp0 (25) 

To find the effects of a change in the Federal Reserve System’s portfolio 

of U.S. government securities on the interest rate on securities and on the 

stock of money, take the first differences of Equations 23 and 25, hold¬ 

ing all of the variables in brackets constant except W. This yields 
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AM --A W 
mh + (m — t)nj + *(1 — n)k + b 

(27) 

A Numerical Illustration 

Perhaps the easiest way to understand how this model works is to take a 

numerical example. Suppose the parameters and constants of the model 

have the following values: d = .20, v — .25, m( — d( 1 — v) + v) = .40, 

t = .05, a = .55, b — —.55, F0 = 0, c — .15, e — .05, h = —5, j — —5, 

fj=. 10, g = .10, k — —20, w(= — j — k) — 25, n — .6, p0 — 0, 

Y= 1,000, K = 2,000, — 6, W — 94.3. Then Equations 15—19 become 

W - F = .40M + .05T (15a) 

F = .55^ - .55r_ (16a) 

M = .15^+ .05K - 5r- 5p (17a) 

T = .10Y+ .1 OK - 20r + 25p (18a) 

p = .6r (19a) 

Substimting the values of the appropriate parameters and constants into 

Equation 23 we obtain 

r = 6 

The values of the other endogenous variables are as shown in the "Original 

Equilibrium” column of Table 14—3. 

TABLE 14-3 

Effects of Open-Market Operations on Financial Variables 
(dollar amounts in billions) 

Variable How Calculated 
Original 

Equilibrium 
New 

Equilibrium* Change 

W Exogenous $ 94.30 $ 98.30 +$4.00 
F .55rd - .55r 0 0.55 + 0.55 
W — F .40M + .05T 94.30 97.75 + 3.45 
M .15V + .05K- 5r- 5p 202.00 210.00 + 8.00 
T .10Y+ .10K - 20 + 25p 270.00 275.00 + 5.00 

rd Exogenous 6.0% 6.0% 
r From Equation 23 6.0% 5.0% -1.0% 

P .6r 3.6% 3.0% -0.6% 

* After open-market purchase of $4 billion of U.S. government securities by the Federal Reserve Sys¬ 
tem. 

Now suppose the Federal Reserve purchases $4 billion of U.S. govern¬ 

ment securities in the open market. Substituting the values of the relevant 

parameters in Equation 26, we obtain 

Ar = — .25MV 
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For the indicated $4 billion of open-market purchases, this becomes 

Ar = —.25(4) = —1.0 percent. 

That is, $4 billion of open-market purchases will lower the interest rate on 

securities from 6 percent to 5 percent. 

To find the effect on the money stock we substitute the relevant param¬ 

eter values into Equation 27, obtaining 

AM = 2.0AW = 2.0(4) = $8.0 billion 

That is, the $4 billion of open market purchases will increase the money 

supply from $202.0 billion to $210.0 billion. The value of all the endog¬ 

enous variables after the open-market purchase of $4 billion are shown in 

the “New Equilibrium” column of Table 14—3. 

It will be useful to attempt to sort out the effects of the open-market 

purchase a little more carefully. The effects of the operation on the balance 

sheets of the nonbank public, the commercial banks, and the Federal Re¬ 

serve System are shown in Table 14-4. 

The original purchase of $4 billion of securities by the Federal Reserve 

adds $4 billion to the cash reserves of the commercial banks. The entries on 

TABLE 14-4 

Effects of Open-Market Purchase of $4 Billion on Balance Sheets of Nonbank Public, 

Commercial Banks and Federal Reserve 

(amounts in billions of dollars) 

Nonbank Public 

Assets Liabilities 

Demand deposits + 6.00 

Time deposits + 5.00 

Currency + 2.00 

Securities —13.00 

Commercial Banking System 

Assets Liabilities 

Securities* 

Cash reserves* 

Cash reserves 

Securities 

Cash reserves 

- 4.00 

+ 4.00 

- 0.55 
+13.00 

- 2.00 

Borrowing from Federal Reserve 

Demand deposits 

Time deposits 

-0.55 

+6.00 

+5.00 

Assets 

Federal Reserve System 

Liabilities 

Securities* 

Lending to commercial banks 

+ 4.00 

- 0.55 

Deposits of commercial banks 

(reserves)* 

Deposits of commercial banks 

(reserves) 

+4.00 

-0.55 

* Entries for original purchase of securities by the Federal Reserve. 
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the balance sheets of the commercial banks and the Federal Reserve System 

for this initial purchase are marked with asterisks in Table 14-4 to separate 

them from the remaining entries.28 This purchase lowers interest rates to 

some degree because the Federal Reserve must pay a high enough price for 

securities to induce the banks to part with them. Moreover, the increased 

reserves will enable the banks to purchase additional securities in the 

process of expanding credit. When the whole operation is completed, the 

interest rate on securities (r) will have fallen by 1 percent, and the interest 

rate on time deposits (p ) will have fallen by 0.6 percent. These changes in 

interest rates will have caused the following adjustments. 

1. In accordance with Equation 16a, a decline of 1 percent in the 

interest rate on securities with the Federal Reserve discount rate unchanged 

causes the commercial banks to increase their free reserves by $550 million. 

For simplicity, it is assumed that this entire adjustment occurs through a 

reduction of borrowing by the commercial banks from the Federal Reserve, 

although a portion of it would in practice presumably take the form of an 

increase in excess reserves. 

2. The change in interest rates causes the public to make several ad¬ 

justments in its portfolio of financial assets. In order to disentangle these 

effects, it will be useful to repeat Equations 17a and 18a 

M = .157 + .05K - 5r- 5p (17a) 

T = .107+ .10K - 20r + 25p (18a) 

With the aid of these equations, the portfolio adjustments may be sorted 

out as follows: 

a) Since the interest rate on securities has fallen by 1 percent while the 
interest rate on money is unchanged (at a value of zero), the public shifts 

funds from securities to money. The magnitude of this effect is measured by 

the term "~5r” in Equation 17a—since Ar = — 1 percent, the shift from 

securities to money is (— 5) X ( — 1) = $5 billion. 
b) Since the interest rate on time deposits has fallen by 0.6 percent while 

the interest rate on money is unchanged, the public shifts funds from time 

deposits to money. The size of this shift is measured by the term "—5p” in 
Equation 17a—since Ap = —0.6, the shift into money from time deposits 
is (— 5)X(— 0.6) = $3 billion. Alternatively, it is reflected in a portion 

equal to +5p of the term '+25p” in Equation 18a—that is, ( + 5)X 
(—0.6) = —$3 billion is the amount of the shift out of time deposits into 
money. 

c) Since the interest rate on securities has fallen by 1 percent while the 
interest rate on time deposits has fallen by 0.6 percent, the yield differential 

28 It is assumed in this illustration that the commercial banks are the sellers of the 
securities purchased by the Federal Reserve. If the sellers were the nonbank public, the 
final outcome would be the same, although the detailed entries would be slightly different. 
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between securities and time deposits has narrowed by 0.4 percent, thereby 
making time deposits more attractive and causing the public to shift funds 
from securities to time deposits. As indicated above, + 5p of the term " + 25p” 
in Equation 18a was "used up” in explaining the shift of funds from time 
deposits into money. The remaining interest rate effects in Equation 18a 
are reflected in the terms "—20r + 20p,” which can be used to calculate the 

size of the shift of funds into time deposits from securities: (—20) X (— 1.0) 
•T (20) X (—0.6) — (20) X (0.4) = $8 billion. These effects are summar¬ 
ized in Table 14-4. 

3- As a result of the adjustments described above, the public reduces its 

holdings of securities by $13 billion while increasing its holdings of money 

by $8 billion and increasing its holdings of time deposits by $5 billion, as 

shown in Table 14—5- According to Table 14-4, the commercial banks ex- 

TABLE 14-5 

Changes in Portfolios of the Nonbank Public Caused by Open-Market Purchase of $4 Billion 

(amounts in billions of dollars) 

Effects on: 

Time 

How Calculated Money Deposits Securities 

Shift from securities 

to money.—5^ in equation (17a) +5 —5 

Shift from time deposits 

to money.—5p in equation (17a) 

or+5^ in equation (18a) +3 —3 

- Shift from securities 

to time deposits.— 20 + 20p in 

equation (l8a) +8 —8 

Totals. +8 T5 —T3 

pand their demand deposits by $6 billion and pay out $2 billion of currency 

to the public (thereby expanding the money supply by $8 billion) while at 

the same time experiencing an increase of $5 billion in their time deposits. 

This enables the banks to acquire the $13 billion of securities that are sold 

by the public. The banks’ reserves were initially increased by $4 billion as a 

result of the Federal Reserve’s open-market purchases of securities. The 

banks use up $0.55 billion of these reserves by repaying borrowings at the 

Federal Reserve and pay out $2 billion to meet the public’s increased de¬ 

mand for currency. Thus the banks wind up with $1.45 billion more re¬ 

serves than originally ($4 billion — $0.55 billion — $2 billion — $1.45 

billion); this is precisely the amount of reserves needed as required reserves 

for their new demand and time deposits ($6 billion X .20 + $5 bil¬ 

lion X .05 — $1.45 billion). 
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Conclusions 

Three main conclusions may be drawn from this analysis. 

1. The Money Supply Is an Endogenous Variable of the System. 

Its value is jointly determined by (a) the monetary policy actions of the 

Federal Reserve as reflected in open-market purchases and sales of se¬ 

curities, as well as adjustments in the discount rate and in reserve require¬ 

ments; (b) the actions of the commercial banks in adjusting their holdings 

of excess reserves and their borrowing from the Federal Reserve in response 

to changes in market interest rates; and (c) the actions of the nonbank 

public in adjusting the composition of its portfolios of money, time depos¬ 

its, and securities in response to changes in interest rates. 

It may be noted that in the standard Keynesian analysis of money and 

interest rates employed in Chapters 11-13 of this book, the only phenom¬ 

enon allowed for among those analyzed above is the tendency of the public 

to adjust its demand for money in response to changes in the interest rate on 

securities. Thus, the Keynesian model assumes, in effect, that all of the in¬ 

terest rate coefficients in Equations 15-19 except h are equal to zero. 

If this is the case, Equation 27 reduces to 

AM = - MV 
m 

= -i--a W 
d(l — v) -f- v 

This is a standard text book formulation of the so-called credit expansion 

multiplier for the banking system, which is alleged to establish an essentially 

mechanical relation between Federal Reserve open-market operations and 

the money supply. 

If such a mechanical relation existed, it would be a relatively simple 

matter for the Federal Reserve to control the money supply almost exactly, 

and the money supply could, for all practical purposes, be regarded as the 

instrument through which the Federal Reserve conducted monetary policy. 

Even under a more complex setup of the kind expressed in Equations 

15-19, it would, of course, still be possible for the Federal Reserve to 

control the money supply precisely, provided it knew the exact structure of 

the system and the structure did not change. In reality, however, the system 

is a good deal more complex than that reflected in Equations 15-19 

because there are many more financial assets and correspondingly more in¬ 

terest rates involved than are taken account of in those equations. More¬ 

over, we do not know the exact structure of the system at any given time, 

and there is every reason to believe that the structure is subject to frequent 

changes. Consequently, it is not easy for the Federal Reserve to control the 
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money supply exactly because it is affected by a variety of shifting forces 

outside the reach of the Federal Reserve.29 

2. All of the Effects We Have Discussed Act to Reduce the Effect 

of Open-Market Operations on Interest Rates. In addition to the stan¬ 

dard Keynesian assumption that investors regard money and securities as 

substitutes in their portfolios, we have allowed for portfolio substitution be¬ 

tween money and time deposits and between time deposits and securities and 

for the practice by banks of adjusting their free reserve position in response 

to changes in interest rates. If there is no substitution between money and 

time deposits, the coefficient j in Equation 17 will be zero and the second 

term [(m — t)nj] in the denominator of Equation 26 will be reduced to 

zero. If there is no substitution between time deposits and securities, the 

coefficient k in Equation 18 will be zero and the third term [t( 1 — n)k~\ in 

the denominator of Equation 26 will be reduced to zero. If the banks’ de¬ 

mand for free reserves is unresponsive to the interest rate on securities, the 

coefficient b in Equation 16 will be zero and the fourth term (b) in the 

denominator of Equation 26 will be reduced to zero. Since each of the terms 

in the denominator of Equation 26 is negative, the power of open-market 

purchases (sales) to lower (raise) the interest rate on securities will be in¬ 

creased by the reduction of any of these terms to zero. 

If all three of these effects were absent so that all that remained was the 

simple Keynesian substitution between money and securities, Equation 26 

would reduce to 

1 TTT Ar = —t AJV 
mh 

In our numerical example, with m = .40 and h — —5, this would become 

Ar ~ — .5AW 

That is, $1 billion of open-market purchases would lower the interest rate 

on securities by one-half percentage point as compared with only one- 

quarter percentage point in our example with all four effects present. 

We may conclude that the effects we have been discussing all work to 

reduce the potency of monetary policy, at least as measured by the mag¬ 

nitude of the effects on interest rates produced by a given amount of mon¬ 

etary policy action. The reason for this, as the reader can no doubt discern 

for himself by careful thought, is that each of these effects increases the 

combined demand for securities by the banks and the public above what it 

would be in the absence of that effect. 

3. The Money Supply Possesses a Degree of Interest Elasticity. It 

was assumed in earlier chapters that while the demand for money was elastic 

29 On the problems of controlling the money supply, see A. R. Holmes, "Operational 
Constraints on the Stabilization of Money Supply Growth,” and S. J. Maisel, "Con¬ 
trolling. Monetary Aggregates,” in Controlling Monetary Aggregates (Boston: Federal 
Reserve Bank of Boston, 1969), pp. 65-77 and 152-74, respectively. 
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to the interest rate, the supply of money was completely interest inelastic. 

When substitution between money and time deposits and between time de¬ 

posits and securities and the response of free reserves to interest rates are 

taken into account, however, the money supply is almost certain to be interest 

elastic. 

A money supply function can be derived from Equations 15—19 above. 

Upon substituting Equations 16 and 18 into Equation 15 and solving for 

M, we obtain 

M = — [IV — ard — hr — F0 — tfY — tgK — tkr — twp] 
m 

Using Equation 19 to eliminate p, this can be reduced to 

,, t(k + nw) -f- b ,1 .rTT -x 
M —-r H-(W — ard — JFo — twpi} — tfY — tgK) 

m m 

Using the condition that w — — j — k (Equation 22), this becomes 

r((l — n)k — nj) + br . 1 rnz „ . r. . 
M =-—-—--h — (W — ard — F0 + t(j + Jz)pQ 

mm 

-tfY-tgK) (28) 

Substimting the values from the numerical example employed earlier 

into Equation 28, we obtain 

M = 2r + 190 (29) 

This is the money supply equation for the model depicted by Equations 

15a-19a when W = $94.3 billion, rd = 6 percent, Y = $1,000 bil¬ 

lion, and K = $2,000 billion. The corresponding money demand equation, 

obtained by substimting Equation 19a into Equation 17a is 

M — — 8r + 250 (30) 

Solving Equation 29 and 30 simultaneously, we obtain the values M = 

$202 billion and r = 6 percent which were given earlier (see Table l4r-3). 

According to Equation 29, the money supply responds posivitely to 

changes in the interest rate—other things remaining constant, a rise of one 

percentage point in the interest rate will bring forth $2 billion of additional 

money. There are two forces that tend to cause such a positive response of 

the money supply to the interest rate. First, the rise in the interest rate 

causes the banks to reduce their free reserves—that is, to increase their bor¬ 

rowings from the Federal Reserve and to reduce their excess reserves—and 

this provides the basis for an expansion of bank credit and the money 

supply. Second, if the interest rate on time deposits is not fully adjusted to 

the interest rate on securities (i.e., if n < 1), investors will shift funds from 

a 
1 
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time deposits to securities. Those who sell the securities to the former holders 

of time deposits will retain the proceeds in the form of additional money 

balances, and this will cause the money supply to increase.30 Thus, the shift 

of funds from time deposits to securities has indirectly caused a shift from 

time deposits to money. Since money bears higher reserve requirements than 

time deposits, some secondary contraction of security holdings and money 

by the banks will be necessary; but this will not be great enough to wipe 

out the initial increase in the money supply. There is a third factor which 

will tend to cause the money supply to contract as the interest rate rises. If 

the interest rate on time deposits rises at all in response to the rise in the 

interest rate on securities (i.e., if n > 0), some funds are likely to be shifted 

from money (whose interest rate is fixed at zero) into time deposits, and 

this shift will reduce the money supply. It is conceivable but unlikely that 

this third negative factor will outweigh the two positive ones, leading to a 

situation in which the money supply declines as the interest rate rises. 

AN EXPANDED MODEL 

It will be useful to expand the model developed in earlier chapters of 

this book to see how some of the ideas presented in this chapter can be fitted 

in. The model we shall employ consists of the following equations. 

C = cYd "T Co (31) 
I = iYd — vr + Jo (32) 

1 II (33) 
T = xY+T* (34) 
Y= C + I+G* (35) 

Md = kY — ms + L0 (36) 

Ma = hW* + qs- prd* (37) 

Md = Ma (38) 
— r — wQs — f) (39) 

Here C is personal consumption expenditures, Yd is disposable (after-tax) 

income, I is private investment expenditures, r is the long-term interest rate, 

Y is GNP, T is net taxes (taxes minus transfer payments), G* is govern¬ 

ment purchases of goods and services, Md is the quantity of money demanded, 

is the quantity of money supplied, s is the short-term interest rate, W* 

is unborrowed reserves plus currency, and r* is the central bank’s discount 

rate. The model contains nine equations and the following nine endogenous 

variables: C, Yd, I, r, Y, T, M.d, Mg, and s. There are four policy instruments: 

unborrowed reserves plus currency ( W* ), which is assumed to be controlled 

by the central bank through open market operations; the discount rate of 

30 The recipients must hold the proceeds in money form; if they put the funds into 
time deposits, there will not have been the posited shift of funds from time deposits to 
securities for the system as a whole. 
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1 
f 

the central bank (rd*); government purchases of goods and services (G*); 

and the level of taxes (T*). However, we shall discuss the use of only two 

of these instruments, W* and G*. 

In most respects this model is familiar, since Equations 31—35 are exactly 

the same as the corresponding equations in the model employed in Chapter 

13- The innovations are to be found in the last four equations, and they con¬ 

sist basically of three. 

1. The money supply is an endogenous variable, the determinants of 

which are depicted in Equation 37. This equation, which is an approxima¬ 

tion to Equation 28 derived from the model presented in the previous 

section of this chapter, indicates that the money supply (a) increases when 

the central bank’s portfolio of government securities (G*) is increased; 

(b) increases when the short term interest rate (s) increases; and (c) de¬ 

creases when the central bank’s discount rate (rd*) is increased. The de¬ 

pendence of the money supply on the short-term market interest rate reflects 

the responses discussed earlier in this chapter—the tendency for the banks 

to increase their borrowing from the central bank when interest rates rise, 

and the tendency of the public to adjust the composition of their holdings of 

financial assets (money, time deposits, and securities) when interest rates 

change.31 

2. A distinction is made between the short-term and long-term interest 

rates, and it is assumed that the short-term interest rate is determined in the 

money market—that is, by the interaction of the demand for money and 

the supply of money (Equations 36, 37, and 38). 

3. Equation 39 depicts the behavior of the maturity structure of inter¬ 

est rates. The parameter r may be viewed as the "normal” level of interest 

rates—that is, the level toward which investors expect rates to regress when 

they depart from that level. If the coefficient w is positive and less than 

unity, the long-term interest rate will move in the same direction as the 

short-term rate but by a smaller amount. Moreover, when rates are at their 

"normal” level, the short-term rate will be equal to the long-term rate. Sup¬ 

pose, for example, that r = 5 percent and w — .25 so that Equation 39 

becomes 

r - 3 = .250 “ 5) 

31 It was explained at the end of the previous section of this chapter that there are two 
forces that tend to cause the money supply to increase when the interest rate rises and 
one force that tends to cause it to fall. In the present model we are assuming that the two 
positive forces outweigh the negative force so that an increase in the short-term market 
interest rate will cause the money supply to increase. It will be noted also that income (Y) 
appears with a negative coefficient in the money supply Equation 28 which we derived 
in the previous section. The reason for this is that the demand for time deposits was 
assumed to depend on income, so that an increase in income led to an increase in time 
deposits, thereby reducing the amount of bank reserves available to support money bal¬ 
ances. In the present model we neglect this effect and do not include income as a variable 
in the money supply function. 

h 
t 
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In this case, the following schedule shows the values of the long-term rate 

corresponding to the various levels of the short-term rate: 

Short-term rate 

(.Percent) 

7.00. 

6.00. ... 

5.00. ... 
4.00.... 

3.00.... 

Long-term rate 

(Percent) 

.5.50 

.5.25 

.5-00 

.4.75 

.4.50 

It is apparent that this is an approximation to the kind of relation between 

short-term and long-term interest rates that is depicted in Figure 14—1 or 

14-3 above. 

It is possible to derive IS and LM curves for the model depicted by Equa¬ 

tions 31-39- To obtain the IS curve, substitute Equations 31, 32, 33, and 34 

into Equation 35. 

Y = c(Y- xY- T*) + C0 + i(Y - xY - T*) — vr + f0 + G* 

Solving this equation for r, we obtain the equation of the IS curve 

r = - —y - 1±1 T* + — (C0 + io) + -G* (40) 
V V V V 

To derive the LM curve, substitute Equations 36 and 37 into Equa¬ 

tion 38 to obtain 

k Y — ms + L0 = hW* -f- qs — prd* + M0 (41) 

Solving Equation 39 explicitly for s, we obtain 

1 1 — tv — . . 
S — — r-r (42) 

iv w 

Substimting Equation 42 into Equation 41 and solving for r we obtain the 

equation of the LM curve 

kw hw 

m + q m + q 
~ w* + -p~- rd* + (1 - wjr 
' + q m + q 

+ (To - Mo) (43) 
m -f- q 

To obtain the equilibrium value of Y (i.e., the value at the point where 

the IS and LM curves intersect), eliminate r between Equations 40 and 

43 and solve the resulting equation for Y. This yields 

Y =------— G* + —— IV* - T* , s , N , vkw [_v m + q v 1 - (c+on - 
pw , * --— rd 

m + q 

i ^ rr i t \ / i i ^(Mo To) f A ^ 
+ - (Co + Io) — (1 — U>)r 4-:- (44) 

v m + q 
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From this equation, the multipliers for government purchases and for open- 

market operations are easily derived 

1 — (c + f)(l — x) + 
m -f- q 

AY _ m + q 

AW* i , . , vkw ^ J 
1 — (s + 0(1 - XJ H-7- 

m + q 

These multipliers are generally similar to those presented earlier (see 

Equations 15 and 17 in Chapter 13). However, there are two significant 

differences: 

1. The "monetary feedback” term in the denominator of Equations 15 

and 17 of Chapter 13 was "vk/m.” This term has now been changed to 

"vkiv/ {m T- q).” Since we are assuming that 0 < w < 1 and that m > 0, 

the term "vkw/{m -J- q)” is smaller than the term "vk/m.” Thus, the size 

of the monetary feedback is reduced by the factors considered in this chapter 

with the result, for example, that the multiplier for government purchases, 

AY / AG*, is increased in value. The reasons for this are easy to see. Suppose 

there is an increase in the level of government purchases. This will raise the 

level of income via the Keynesian multiplier mechanism. The rise in income 

will increase the demand for money, thereby tightening the money market 

and raising the short-term interest rate. As explained in earlier chapters, 

the rise in the interest rate will be smaller the more sensitive is the demand 

for money to the interest rate (i.e., the larger is the coefficient, m). We 

have now introduced another factor that will help to check the rise in the 

interest rate: the interest sensitivity of the supply of money (measured by 

the coefficient, q). That is, the increased pressure on the money market 

causes the money supply to expand (without the need for any action by the 

central bank) thereby helping to accommodate the increased demand for 

money and checking the rise in the short-term interest rate. Moreover, in 

the present model, a rise in the short-term interest rate caused by the tighten¬ 

ing of the money market causes the long-term interest rate, which is as¬ 

sumed to affect investment spending, to rise by a smaller amount as meas¬ 

ured by the coefficient, w. 

2. The initial impact of monetary policy as shown by the numerator of 

Equation 17 in Chapter 13 was "v/m.” This term has now been changed 

to "vhw/{m + q)” as shown in Equation 46. The introduction of the 

coefficient, h, is a result of the fact that in the present model the monetary 

policy multiplier measures the effect of a change in the central bank’s 

portfolio of securities, W*, rather than a change in the money stock itself, 

Al*, in the earlier model. The coefficient, h, reflects the ability of the bank¬ 

ing system to engage in multiple credit expansion on the basis of an injection 
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of reserves and is therefore presumably greater than unity.32 As was ex¬ 

plained earlier, the impact of monetary policy is weakened by a large value 

of m, which measures the sensitivity of the demand for money to changes 

in the interest rate, since such sensitivity causes a change in the stock of 

money to have less effect on the interest rate than would otherwise be the 

case. In the present model, a similar effect is also produced by a large value 

of q, which measures the sensitivity of the money supply to the interest rate. 

And, finally, the impact of monetary policy is blunted by the fact that a 

change in the short-term interest rate is reflected (through the coefficient, 

u>') in a smaller change in the long-term interest rate which is assumed to 

affect investment spending. 

Numerical Illustration 

The properties of the model we are considering can be clarified by means 

of a numerical illustration. Suppose the parameters of the model have the 

following values: c — .8, C0 = 0, i — .1, v = 15, Z0 = 167, x = .25, 

k = .2, m — G, L0 = 50, h = 4, q — 4, p — 2, M0 = 10, r = 5, and 

w — .25. Thus, the model becomes 

C = .8 (31a) 
I = .1 Yd-~ 13 r + 167 (32a) 

Yd = Y — T (33a) 
T = .25Y + T* (34a) 
Y = C + I + G* (35a) 

Md = .2Y - 6s + 50 (36a) 
Ms = 4W* + 4s- 2fd* + 10 (37a) 
Md = Ms (38a) 

r - 5 = .250 “ 5) (39a) 

Suppose the policy parameters (instruments) have the following values: 

T* = — 20, G* = 230, W* = 40, and rd* = 5. 

Substimting the indicated values into Equation 40, we can obtain the 

equation for the IS curve 

r = ~ .02167Y + 27.67 (40a) 

Likewise, substituting the parameter values into Equation 43 we obtain 

the equation of the LM curve 

r = .005Y+1.0 (43a) 

Solving Equations 40a and 43a simultaneously, we obtain the values, 

Y — 1,000 and r — 6. That is, the equilibrium level of income is $1,000 

32 A comparison of Equation 37 with Equation 28 in the previous section of this 
chapter shows that "h” in Equation 37 corresponds to "1 /m” in Equation 28. It will 
be recalled that "m” in the model of the previous section was the reserve requirement 
applicable to money (the weighted average of reserve requirements for demand deposits 
and currency). 
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billion and the equilibrium long-term interest rate is 6 percent. The values 
of all of the variables are shown in the "Original Equilibrium” column of 
Table 14 -6. 

TABLE 14-6 

Effects of a $4 Billion Increase in Government Purchases 
(dollar amounts in billions) 

Variable How Calculated 
Original 

Equilibrium 
New 

Equilibriumf Change 

Y C+ I+ G* $1,000.00 $1,010.00 + $10.00 
C .8 Yd 616.00 622.00 + 6.00 
I AYi- 15r+ 167 154.00 154.00 0.00 
G* Exogenous 230.00 234.00 + 4.00 
T .25Y - 20 230.00 232.50 + 2.50 
Yd Y- T 770.00 777.50 + 7.50 
Md .1Y - 6s + 50 196.00 196.80 + 0.80 
Ms 4 W* +4 s — lrd* + 10 196.00 196.80 +0.80 
T- G* T- G* 0.00 -1.50 -1.50 
W* Exogenous 40.00 40.00 
S .02+ - AW* + -2rd* + 4J 9.00% 9.20% +0.20% 
r -25-r + 3.75§ 6.00% 6.05% +0.05% 
rd* Exogenous 5.00% 5.00% 

t After increase of $4 billion in G*. 
J Obtained by substituting Equations 36a and 37a into 38a and solving the resulting equation for s. 

§ Obtained by solving Equation 39a for r. 

Now suppose there is an increase of $4 billion in government purchases 
of goods and services (G* ). Substituting the relevant parameter values into 
Equation 45, we find the value of the multiplier for government purchases 

AY 

AG* 

Thus, an increase of $4 billion in G* will raise Y by $10 billion—from the 
initial equilibrium value of $1,000 billion to a new equilibrium value of 
$1,010 billion. The effects of the increase in government purchases on all 
of the variables are shown in the last two columns of Table 14—6. 

In most respects, the results are similar to those obtained in the illustra¬ 
tions presented in Chapter 13. However, there are two new factors that are 
taken into account here. First, the increase in government purchases affects 
the maturity structure of interest rates; it raises the short-term rate by 20 
basis points (.2 percentage points). while raising the long-term interest rate 
by only 5 basis points (.05 percentage points). Second, the increase in 
government purchases brings in its wake an induced increase in the money 
supply of $800 million. That is, even though the central bank does not 
change the discount rate (rd*), the reserve requirements of the banks 
(which are reflected in the value of h), or the size of its portfolio of securi¬ 
ties (M*), the adjustments of borrowings and excess reserves of the banks 
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and the changes in the composition of financial assets held by the public 

cause the money supply to increase from $196 billion to $196.8 billion.33 

Next let us consider what will happen if government purchases are held 

at their original level of $230 billion while the central bank increases its 

portfolio of government securities (W*) by $4 billion to a level of $44 

billion. Substituting the relevant parameter values into Equation 46, we 

can obtain the value of the multiplier for open-market operations 

AY 

AW* 
3.75 

Applying this multiplier to the assumed $4 billion increase in W*, we find 

that the corresponding increase in Y is $15 billion. The effects on all of the 

variables are shown in the last two columns of Table 14-7. 

There are two features of this illustration that should be noted. First, the 

open-market purchase changes the maturity structure of interest rates, lower¬ 

ing the short-term interest rate 130 basis points (1.3 percentage points) 

while lowering the long-term interest rate by only 3214 basis points (.325 

percentage points). Second, the increase in the money supply resulting from 

i 
! 
! 
j 

TABLE 14-7 

Effects of a $4 Billion Open-Market Purchase of Government Securities 
(dollar amounts in billions) 

Variable How Calculated 

Original 

Equilibrium 

New 

Equilibriumf Change 

Y C+ 1+ G* $1,000.00 $1,015.00 +$15.00 
C .8 Yd 616.00 625.00 + 9.00 
1 .1 Yd - 15 r+ 167 154.00 160.00 + 6.00 
G* Exogenous 230.00 230.00 
T .257 - 20 230.00 233.75 + 3.75 
Yd Y - T 770.00 781.25 + 11.25 
Md .2Y - 6j + 50 196.00 206.80 + 10.80 
M, 4W* + 4s- 2rd* + 10 196.00 206.80 + 10.80 
T- G* T-G* 0.00 3.75 + 3.75 
W* Exogenous 40.00 44.00 + 4-00 
S .027 - AW* + .2rd* + 4{ 9.000% 7.700% -1.300% 
r .25j + 3.75§ 6.000% 5.765% -0.325% 
rd Exogenous 5.00% 5.00% 

t After an increase of $4 billion in W*. 
j Obtained by substituting Equations 36a and 37a into 38a and solving the resulting equation for s. 

§ Obtained by solving Equation 39 a for r. 

33 It should be noted that in this particular illustration, an increase in government 
purchases leaves private investment unchanged. There are two effects on investment: the 
increase in disposable income tends to raise it, and the rise in the long-term interest rate 
tends to depress it. In this particular case, these two effects exactly offset each other, 
leaving investment unchanged. With different values of the parameters, however, an 
increase in government purchases could cause investment either to rise or to fall depend¬ 
ing on whether the income effect or the interest rate effect was the more powerful. 
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the open-market purchase can be broken down into two parts: (a) the 

direct effect, resulting from the coefficient of credit expansion (h) of 4, is to 

increase the money supply by $16 billion; but (b) the fall in the short-term 

interest rate of 1.3 percentage points causes adjustments by the banks and 

the public as reflected in the coefficient q(= 4) in equation (37a) which 

cause the money supply to fall by $5.2 billion (1.3 X 4 = 5.2). Thus, the 

net increase in the money supply is $10.8 billion, the difference between 

these two effects. 

FURTHER DISCUSSION OF MONETARY POLICY 

The model of the economy organized around the IS and LM curves is 

an extraordinarily useful instrument of economic analysis. As has been 

demonstrated in this and the preceding chapters, a considerable number of 

refinements can be introduced into that model. Nevertheless, the IS—LM 
analysis has some serious shortcomings. Although we did present a rather 

simple dynamic version of the model and analyze its stability properties in 

Chapter 13, there are important dynamic elements in macroeconomics which 

cannot be handled within the confines of the IS-LM model. For example, it 

cannot encompass the accelerator or stock-adjustment approach to invest¬ 

ment which was developed in Chapter 9- 

The deficiencies of the IS—LM analysis render it an especially unsatis¬ 

factory vehicle for the discussion of monetary policy, because time lags and 

stock-adjustment aspects play particularly important roles in the working of 

monetary policy. In this section, we shall attempt to relax some of the re¬ 

strictions imposed by the IS—LM model and discuss monetary policy in a 

somewhat more realistic setting. Since the complexities of a formal model 

are extremely forbidding, we shall have to be content with an informal 

treatment.34 

Impacts of Monetary Policy 

It is useful to distinguish between the initial impacts of monetary policy 

on aggregate demand and certain secondary and tertiary effects which occur 

34 A somewhat simplified formal model which analyzes the impact of financial variables 
on economic activity through the use of computer simulation is presented in W. C. 
Brainard and James Tobin, "Pitfalls in Financial Model Building,” American Economic 
Review, Vol. LVIII, May 1968, pp. 99-122. An econometric model incorporating many of 
the ideas discussed in this section has been constructed by a team of economists from the 
Board of Governors of the Federal Reserve System and the Massachusetts Institute of 
Technology. Several papers have been published which describe the results of this project 
at various stages in its development. See Frank de Leeuw and Edward Gramlich, "The 
Federal Reserve-MIT Econometric Model,” Federal Reserve Bulletin, January 1968, pp. 
11-40; R. H. Rasche and H. T. Shapiro, "The F.R.B.-M.LT. Econometric Model: Its 
Special Features,” American Economic Review, Vol. LVIII, May 1968, pp. 123—49; and 
Albert Ando and Franco Modigliani, "Econometric Analysis of Stabilization Policies,” 
American Economic Review, Vol. LIX, May 1969, pp. 296-314. 
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at a later stage. We begin with the initial impacts, which can be sorted out 

into three components. 

1. Portfolio Adjustments. Monetary policy causes wealth-holders to 

make adjustments in their portfolios of financial and physical assets which 

will in due course affect income and employment. (The price level may, of 

course, also be affected in ways which will be discussed in some detail in 

Part III of this book.) The portfolio adjustment process set in motion by 

monetary policy may be described briefly as follows: A purchase of, say, 

Treasury bills by the Federal Reserve will directly lower the yield on bills 

and, by a process of arbitrage involving a chain of portfolio substitutions, 

as described earlier in this chapter,35 will exert downward pressure on interest 

rates on financial assets generally. Moreover—and more important—the in¬ 

crease in bank reserves will enable the banking system to expand its assets. 

If the Federal Reserve discount rate is unchanged, the banks will be likely 

to use some portion of the added reserves to strengthen their free reserve 

position by repaying borrowings at the Federal Reserve and perhaps by 

adding to their excess reserves in accordance with the analysis developed 

earlier in this chapter.36 But the bulk of the addition to their reserves will 

be used to make loan accommodation available on more favorable terms 

and to buy securities, thereby exerting further downward pressure on security 

yields. 

Financial institutions other than commercial banks—such as savings and 

loan associations, mutual savings banks, and credit unions—are likely to 

become involved in the credit expansion process as some portion of the funds 

generated by credit expansion are deposited in these institutions. The pro¬ 

portions in which the expansion of credit is reflected in increases in the 

public’s holdings of currency, demand deposits, time deposits, savings and 

loan shares, and such, will be determined by the movements in interest rates 

on securities and on the various types of interest-bearing deposit claims and 

the extent to which the public’s demands for these various types of claims 

respond to changes in these interest rates.37 

With the expected yield on a unit of real capital—that is, the marginal 

product of capital corresponding to the existing stock of capital—unchanged, 

the decline in the yields on financial assets and the more favorable terms on 

which new debt can be issued will throw the balance sheets of households 

and businesses out of equilibrium. The adjustment toward a new portfolio 

equilibrium will take the form of sales of financial assets and the issuance 

of new debt to acquire real capital and claims thereto. This will raise the 

price of existing units of real capital—of equity claims against these units— 

35 See pp. 280-94 above. 

36 See pp. 298-99 above. 

37 A somewhat simplified version of this determination was discussed earlier in this 
chapter in the discussion of a model involving money, time deposits, and securities. See 
pp. 295-309 above. 
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relative to the initially unchanged cost of producing new units, thereby 

opening up a gap between desired and actual stocks of capital, a gap that 

will gradually be closed by the production of new capital goods. 

This stock-adjustment process was discussed in some detail in Chapter 9 

in its application to business investment in plant and equipment. However, 

it can also be applied, with some variations to suit the circumstances, to a 

variety of other forms of investment, including business investment in in¬ 

ventories and household investment in new homes and in consumer durable 

goods such as automobiles, electrical appliances, and furniture. There is 

evidence that all of these components of aggregate demand, as well as ex¬ 

penditures on schools, highways, and other public facilities by state and local 

governments, are affected in varying degrees by monetary policy.38 

2. Wealth Effects. Since monetary policy operates entirely through 

voluntary transactions involving swaps of one financial asset for another, it 

does not add to wealth by creating assets to which there are no corresponding 

liabilities. Nevertheless, monetary policy does have wealth effects, which 

may be of considerable importance. As was explained in Chapter 11, the 

yields on existing bonds are kept in line with changing market interest rates 

through changes in the prices of those bonds. Thus a fall in interest rates 

will increase the market value of wealth by causing bond prices to rise. 

Similarly, the market values of a variety of other income-yielding assets are 

determined by capitalizing the income streams expected from these assets at 

appropriate rates. A monetary policy which reduces interest rates generally 

will lower capitalization rates, thereby causing a rise in the market value of 

such assets as real estate and common stock equities.39 In part, this may 

strengthen the impact on economic activity of the portfolio adjustments 

already referred to by increasing the size of the portfolios available for allo¬ 

cation. For example, an investor experiencing a capital gain through appre¬ 

ciation of the value of bonds may realize the capital gain by selling the 

bonds and invest the proceeds in real capital. In addition, the increase in 

household wealth may stimulate consumption. It was shown in Chapter 5 

that, according to the so-called life cycle hypothesis, consumption spending 

may be affected by both disposable personal income and household net worth 

38 For a useful survey of recent empirical work relating to the effects of monetary fac¬ 
tors on various components of demand, see M. J. Hamburger, "The Impact of Monetary 
Variables: A Survey of Recent Econometric literature,” in Essays in Domestic and 

International Finance (New York: Federal Reserve Bank of New York, 1969), pp. 37— 
49, reprinted in Smith and Teigen, Readings (rev. ed.) op. cit., pp. 414-33. Many of 
the studies referred to in this paper involve the use of some form of stock-adjustment 
model. 

39 Consider a piece of property which is expected to yield a rent, after expenses, of 
$1,000 a year for an indefinitely long period into the future. If the rate of return that 
can be earned on other investments judged to involve equivalent risk is 8 percent, the 
market value of this property will be $12,500 (1,000-^.08 = 12,500). If a general 
decline in interest rates causes the relevant capitalization rate to fall to 7 percent, the 
market value will rise to $14,286 (1,000 -5- .07 = 14,286). 
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or wealth. There is some evidence that the wealth effect on consumer spend¬ 

ing brought about by a decline in interest rates may be of considerable im- 
40 

portance. 

3. Credit Availability Effects. The portfolio and wealth effects are 

the basic channels through which monetary policy has its initial impact on 

economic activity. In addition, however, the institutional arrangements for 

providing funds to certain sectors may give monetary policy a special lever¬ 

age over the availability of credit to these sectors, thereby affecting their 

ability to spend. Any attempt to discuss credit availability effects in detail 

would involve an analysis of the financial sector of the U.S. economy which 

is beyond the scope of this book. However, the sector which seems most 

clearly to be affected substantially by credit availability is residential con¬ 

struction, and it will be useful to sketch briefly the way in which this sector 

is affected. It is perhaps most illuminating to discuss the way in which a 

restrictive monetary policy may curtail the availability of funds for home- 

building, although an expansionary policy will, of course, have the same 

effects in reverse. 

Even in the absence of the rather unique institutional arrangements for 

its financing, housing demand might be significantly affected by monetary 

policy as changes in mortgage interest rates altered the desired housing stock. 

But as postwar experience has repeatedly shown, changes in mortgage credit 

availability may greatly strengthen the impact of restrictive monetary policy 

on homebuilding and cause the effects to occur much more rapidly than the 

stock-adjustment mechanism would imply. There are two important ways 

in which mortgage credit availability may be affected by a restrictive mone¬ 

tary policy.41 

First, when the Federal Reserve adopts a restrictive policy to curtail 

excessive aggregate demand, the commercial banks may raise interest rates 

on time and savings deposits in order to attract funds to satisfy the needs of 

their business customers. If savings and loan associations do not raise the 

rates paid to their depositors or raise them less than the banks raise their 

rates, households may rechannel their savings flows away from savings and 

loan associations and toward banks—or may even withdraw existing savings 

from savings and loan associations and shift them to banks. The Federal 

Reserve may try to prevent such a shift of funds from occurring by setting 

40 In some recent simulations performed with the FRB-MIT econometric model (see 
footnote 34 above), the effect on consumption resulting from the induced change in the 
value of common stock equities held by households accounts for 35 to 45 percent of the 
initial impact of monetary policy. 

41 For a more extensive discussion, see the paper by the staff of the Federal Home 
Loan Bank Board, "Cycles in Mortgage Credit Availability and the 1966 Experience,” in 
A Study of Mortgage Credit, Subcommittee on Housing and Urban Affairs, Committee on 
Banking and Currency, United States Senate (Washington: U.S. Government Printing 
Office, 1967), pp. 19-40, reprinted with minor changes in Smith and Teigen, Readings 

(rev. ed., op. cit.), pp. 433-47. 
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ceilings (as it is legally empowered to do) on the rates the banks may pay 

on time and savings deposits in order to shield the savings and loan associa¬ 

tions from bank competition. Even if this is done, however, a rise in interest 

rates on marketable securities may cause households to shift funds away from 

fixed-value redeemable claims generally—including deposits in both banks 

and savings and loan associations—and directly into the securities markets. 

Savings and loan associations are highly specialized institutions which—as a 

result of both legal restrictions and customs—channel almost all of their 

deposit inflows into the mortgage market. To the extent that they lose funds 

either to commercial banks or to the securities markets, the availability of 

mortgage credit will be directly curtailed, with a powerful restrictive effect 

on homebuilding activity. It might appear that if savings and loan associa¬ 

tions experienced intensified competition for funds, they could simply raise 

the interest rates paid to their depositors in order to attract or hold the funds 

needed to maintain their mortgage lending activity. However, in a period of 

sharply rising interest rates, they are likely to find themselves with frozen 

portfolios of older mortgages which pay lower interest rates than currently 

prevail, making it difficult for them to pay markedly increased interest rates 

to their depositors. 

Second, as interest rates rise, yields on corporate bonds typically rise rela¬ 

tive to interest rates on new mortgages. As a consequence, some institutional 

investors, such as life insurance companies, shift the composition of 

their investment flows away from mortgages and toward corporate bonds. 

This tendency may be exacerbated by legal ceilings that are sometimes ap¬ 

plied to mortgage interest rates. Such ceilings have existed, for example, on 

mortgages insured or guaranteed by the Federal government under programs 

operated by the Federal Housing Administration (FHA) and the Veterans 

Administration (VA). In addition many states have usury laws which im¬ 

pose unrealistically low ceilings on the interest rates than can be charged 

for mortgage loans. 

Other sectors besides homebuilding may be affected to some degree by 

changes in credit availability. Many state and local government jurisdictions 

have statutes or administrative regulations which limit the interest rates that 

may be paid on securities issued to finance schools, highways, or other public 

facilities. Such limitations may, on occasion, prevent jurisdictions from issu¬ 

ing bonds to finance such projects even though their citizens would be 

willing to pay prevailing interest rates for the money.42 

42 For a discussion of the effects of restrictive monetary policy in 1966 on borrowing 
and capital spending by state and local government units, see P. F. McGouldrick and 
J. E. Petersen, "Monetary Restraint and Borrowing and Capital Spending by Large State 
and Local Governments in 1966,” Federal Reserve Bulletin, July 1968, pp. 552-81; and 
J. E. Petersen and P. F. McGouldrick, "Monetary Restraint, Borrowing, and Capital 
Spending by Small Local Governments and State Colleges in 1966,” Federal Reserve 

Bulletin, December 1968, pp. 953-82. A summary of these two papers is reprinted under 
the title, "Effects of Monetary Restraint on State and Local Governments in 1966,” in 
Smith and Teigen, Readings (rev. ed., op. cit.), pp. 449-75. 
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Secondary Effects: The Multiplier and Accelerator 

The initial impacts of an expansionary monetary policy working through 

the portfolio effects, wealth effects, and credit availability effects discussed 

above will increase spending and generate income. The associated rise in 

disposable income will further increase the demand for consumer nondurable 

goods and services through the operation of the multiplier as discussed in 

Chapter 6. It will also increase the demand for the services of houses and 

consumer durable goods. The increased demand for both consumer and 

capital goods will also raise the stock of capital desired by business, thereby 

setting in motion the accelerator or stock-adjustment process described in 

Chapter 9. Thus, the familiar magnification of demand through multiplier 

and accelerator effects will be brought into play. 

Tertiary Effects: The Monetary Feedback 

A tertiary chain of effects is set in motion as the rise in income generated 

by the initial and secondary effects increases the demand for money for 

transactions purposes. This will reverse the initial decline in interest rates, 

and the induced rise in interest rates will exert a dampening effect on the 

expansion by a partial reversal of the portfolio effects, wealth effects, and 

credit availability effects which initially triggered the rise in income. 

Concluding Comments 

It is not possible in practice to draw a clear and sharp distinction between 

the initial, secondary, and tertiary effects discussed above. This is because all 

of the effects occur with time lags which cause them to build up gradually 

over time. Since the first-stage initial impacts set in motion secondary and 

tertiary effects which are occuring at the same time as the later stages of the 

initial impacts, the whole process in practice becomes inextricably inter¬ 

woven. Moreover, since the lags at each stage may be quite long and com¬ 

plex, the process may be very slow to work itself out.43 The fact that the 

lags appear to be very long—and may also be subject to erratic variation 

from one situation to another—has raised a question in the minds of some 

economists about the efficacy of discretionary monetary policy aimed at 

economic stabilization, suggesting that a policy aimed to produce a steady 

growth of the money supply or bank reserves might be more suitable. While 

the present author believes the use of discretionary policy is preferable to 

43 The fact that the lags involved in the working of monetary policy are quite long is 
clearly indicated in many of the simulations performed with the FRB-MIT econometric 
model. See the literature relating to this model cited in footnote 34 above. 
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such a so-called monetary rule, a detailed discussion of this controversy is 

beyond the scope of this book.44 

It should finally be noted that all three of the effects of monetary policy 

—the initial impact, the secondary effect, and the tertiary effect—are re¬ 

flected in a rudimentary way in the IS-LM model developed in this book. 

Consider, for example, the multiplier for open-market operations which was 

presented earlier in this chapter (Equation 46). For convenience, this 

multiplier is repeated. 

AY 

AW* 

vhw 

m + q 

i_ (c+oci_ + vkw 

m + q 

(46) 

The numerator of this expression, vhw/(m + q), represents the initial im¬ 

pact of monetary policy; the terms at the left-hand end of the denominator, 

1— (c + z) (1— x), represent the secondary—i.e., multiplier—effects; 

and the last term in the denominator, vkw/(m + q), represents the tertiary 

—i.e., monetary feedback—effect. 

44 The author has expressed his views on a number of controversial issues relating to 
monetary policy, including this one, in "A Neo-Keynesian View of Monetary Policy,” in 
Controlling Monetary Aggregates (Boston: Federal Reserve Bank of Boston, 1969), pp. 
105-26. For a classic statement of the case in favor of monetary rule, see Milton Fried¬ 
man, "The Role of Monetary Policy,” American Economic Review, Vol. LVIII, March 
1968, pp. 1—17. Arguments on the other side are presented in L. E. Gramley, "Guidelines 
for Monetary Policy—The Case Against Simple Rules,” paper delivered at the Financial 
Conference of the National Industrial Conference Board, New York, February 21, 1969. 
These two papers are reprinted in Smith and Teigen, Readings (rev. ed., op. cit.), pp. 
476-88 and 488-95, respectively. 



PART III 

Prices, Wages, and Employment 

In our discussion of aggregate demand and income 

determination in Part II, we deliberately avoided dealing with the price level 

by assuming that the economy was operating at substantially less than full 

employment with a large amount of excess productive capacity, and that 

under these conditions an increase in aggregate demand would cause a rise in 

production and employment without an appreciable rise in wages and prices. 

Although such an analysis might not be seriously inappropriate in dealing 

with an economic system in the midst of a serious depression such as that of 

the 1930’s, it is obviously quite unsatisfactory as applied to the postwar 

period, when the American economy has much of the time operated reason¬ 

ably close to capacity with relatively little unemployment and when we have 

at times been forced to curtail aggregate demand in order to prevent 

inflation. 

Before the appearance of Keynes’ General Theory, the dominant view 

among economists was that a capitalist economic system contained a power¬ 

ful mechanism which generally tended to keep it operating at or near full 

employment without the need for governmental stabilization policies. In 

Chapter 15, we consider the way in which this mechanism was supposed to 

work and then examine the defects that make it ineffective in the modern 

world. 

Chapter 16 deals with inflation. After considering briefly the economic 

effects of inflation, we take up inflation that results simply from excessive 

aggregate demand and then turn to a more realistic discussion of the way in 

which the existence of market imperfections and market power by large 

business and labor organization can complicate and exacerbate the problem 

of inflation. 
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Chapter 

15 

PRICE FLEXIBILITY 

AND EMPLOYMENT 

The way in which a predominantly capitalist economic 

system such as ours functions, and particularly the way in which it responds 

to changes in the money supply, depends to a considerable extent upon the 

flexibility with which the wages of labor and the prices of goods respond to 

changes in conditions of demand and supply prevailing in the various 

markets. Let us now consider some of the possibilities in this respect.1 

FLEXIBLE PRICES AND WAGES AND AUTOMATIC 
FULL EMPLOYMENT 

We must begin our analysis by considering the operation of the labor 

market. In a free enterprise economy, the demand for labor is based on the 

marginal productivity principle. Under competitive conditions, the profit 

' maximizing producer will carry employment to the point where the money 

wage is equal to the value of the marginal product of labor. The value 

of the marginal product is equal to the marginal physical product of 

labor—i.e., the addition to total output of the product resulting from the 

employment of the last worker—multiplied by the price of the product. 

Thus, the value of the marginal product is the addition to the firm’s revenue 

resulting from the employment of the last worker. Under competitive 

conditions, the firm will maximize its profits if it hires all workers for whom 

the value of the marginal product is greater than the money wage rate—that 

is, all workers who add more to the firm’s revenue than to its cost.2 The 

1 For a fuller discussion of these matters, see W. L. Smith, "A Graphical Exposition 
of the Complete Keynesian System,” Southern Economic Journal, Vol. XXIII, October 
1956, pp. 115-25, reprinted in W. L. Smith and R. L. Teigen (eds.), Readings in Money, 

National Income, and Stabilization Policy 2d ed.; (Homewood, Ill.: Richard D. Irwin, 
Inc,, 1970). 

2 If the firm enjoys a monopolistic position in selling its product, so that it is faced 
with a noticeably downward sloping demand curve, the marginal revenue from the sale 
of its product will lie below the price of the product, and it will carry employment to the 
point where the money wage is equal to the marginal revenue product of labor, which is 
obtained by multiplying physical product by the marginal revenue. (In the competitive 
case, the price of the product is equal to the marginal revenue, so that the value of the 
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marginal physical product of labor declines as employment increases, since, 

with the factors of production other than labor held constant, each unit of 

labor has a smaller amount of other factors to assist it as the amount of 

labor employed is increased. If w is the money wage rate, p is the price of 

the product, and MPP is the marginal physical product, we have 

w = MPP X p 

or 

w 
- = MPP 
P 

Since the MPP declines as employment increases, it follows that the 

amount of employment increases as the "real wage” (w/p) declines. Ex¬ 

tending this principle to the economy, we can draw a downward-sloping 

demand curve for labor, as depicted by the curve DD in Panel A in the 

lower lefthand section of Figure 15-1. This curve shows for each "real 

wage,” measured vertically, the amount of employment, measured horizon¬ 

tally, that will be offered by the employers of the economy. 

The supply of labor is also assumed to depend upon the real wage and is 

depicted by the curve SS in Panel A of Figure 15-1. This curve indicates 

that the amount of employment that workers will be willing to supply will 

increase as the real wage rises. It is drawn quite steeply in order to depict the 

fact that working hours are quite commonly fixed by convention in our 

economy and cannot readily be varied at the option of the individual worker, 

as well as the fact that at any given time the number of workers who will be 

willing to work is probably determined mainly by the number of family 

units to be supported and does not vary a great deal as the real wage changes 

over the usual range of variation. However, the exact shape of the supply 

curve of labor is not very important for our present purposes. 

The interaction of the supply and demand for labor as depicted in Panel 

A of Figure 15-1 determines the amount of employment (designated by N) 
and the real wage (designated by tv/p). Thus, employment will be Nf and 

the real wage will be (/w/p)f. This can be described as a situation of 

"full employment” (this is the meaning of the subscript "f” attached to 

N and w/p), since when employment is Nf supply and demand for labor 

are equated. Then there are no workers willing to work at the prevailing 

marginal product is equal to the marginal revenue product.) If the firm is also in a 
monopsonistic position, so the money wage rises visibly as the firm increases its employ¬ 
ment, the marginal cost of labor will exceed the wage and the firm will carry employment 
to the point where the marginal cost of labor equals the marginal revenue product. For a 
more extensive discussion of these matters, see G. F. Bloom and H. R. Northrup, Economics 

of Labor Relations (4th ed.; Homewood, Ill.: Richard D. Irwin, Inc., 1961), chap. 11. 
It is possible to adjust the analysis presented in Figure 15-1 to allow for the existence of 
monopoly, monopsony, or both. 



real wage who do not have jobs and at' the same time employers have all 

the labor they are willing to hire at the prevailing real wage. 

Since we are assuming that the stock of capital equipment, the supplies of 

natural resources, and the state of technology are all given, the only variable 

factor of production is labor; accordingly there is a specific level of real 

GNP associated with each level of employment.3 The relation between 

employment and real GNP is indicated by the curve OP in Panel B of Figure 

3 It should be noted that our analysis treats the economy as though it produced only 
one good. Thus, we assume a precise relation between employment and output. In reality, 
the same level of employment can produce many different combinations of goods and 
services depending on how it is allocated among firms and industries. This means that 
there is a problem of measuring aggregate output, which was discussed briefly in Chapter 
4, when we dealt with the construction of index numbers and the problem of deflation 
for price changes. It is felt, however, that the behavior of a multiproduct economy bears 
a close enough similarity to the behavior of a hypothetical economy producing one product 
to render the present analysis useful. 
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15-1. The tendency of this curve to flatten out as employment increases 

reflects the fact that GNP increases less than in proportion to increases in 

employment due to the operation of the law of diminishing returns.4 

The level of employment having been determined by the supply and 

demand for labor as shown in Panel A, it is possible to find the level of 

real GNP by tracing up vertically from Nf in Panel A to the OP curve at 

point Q in Panel B and then tracing horizontally from Q to the vertical axis 

of Panel B. Thus, the level of real GNP is yf (the subscript "f” designating 

the "full employment” level of real GNP). 

The IS and LM curves for the economy are depicted in Panel C of Figure 

15-1. The student should note, however, that the diagram has been turned 

on its side, with the interest rate measured on the horizontal axis and income 

(real GNP) on the vertical axis. The reason for this change is, of course, 

to make the diagram "mesh” with Panels A and B of Figure 15-1. 

The IS curve in Panel C shows the various combinations of real GNP and 

interest rate at which the market for goods and services will be in equilib¬ 

rium, i.e., at which aggregate demand for goods and services will be equal 

to aggregate supply. Thus, tracing across from Panel B to Panel C at the 

GNP level yf, we intersect the IS curve at point R. Tracing down from this 

point to the horizontal axis, we find that the interest rate must be rf (the 

subscript r'f” designating the "full employment” interest rate) if the market 

for goods and services is to be in equilibrium at income yf. 
In our discussion of the interest rate in Chapter 11, we assumed that the 

price level did not change, so it was not necessary to deal with the price level 

in relation to the interest rate. In our present analysis, however, the price 

level is a variable. As the price and wage levels decline, the demand for 

money for transactions purposes will decline—i.e., it will take smaller cash 

balances to meet payrolls at low than at high wages and to meet grocery 

bills at low than at high prices. Thus, the demand for money is presumably a 

demand for a certain amount of purchasing power rather than for a certain 

number of dollars. 

We may designate the purchasing power represented by the money stock 

M as M/p—i.e., the real value of the money stock. Now this amount of 

purchasing power may be increased by increasing the nominal amount of 

money M or by a fall in the price level p which will increase the purchasing 

power of the given nominal money stock. As was shown in Chapters 12 and 

13, an increase in the quantity of money will shift the LM curve upward, 

while a reduction in the money supply will shift the LM curve downward. 

(It should be noted that changes in the supply of money will shift the LM 
curve to the left or right in the diagrams in Chapter 13, such as Figure 13-3, 

whereas they shift the curve up or down in Figure 15—1; this is because the 

axes are reversed as between the two diagrams.) Thus, with a given supply 

4 The mathematically inclined student will note that the curve DD in Panel A is the 
derivative of the curve OP in Panel B. 
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of money, there is a different LM curve for each price level; the higher the 

price level the lower is the LM curve in Panel C of Figure 15—1. For 

purposes of illustration, three such curves are shown—the curves labeled 

LM(p2), corresponding to price level p2', LM(px), corresponding to price 

level px, and LM (p0), corresponding to price level p0. Of course, price level 

p2 is higher than px, and px is higher than p0—that is, the curve shifts 

upward on the chart as the price level falls. In the example shown, the price 

level pQ is the full employment equilibrium price level, since the LM curve 

corresponding to this price level intersects the IS curve at point R, which 

corresponds to full employment. With flexible prices and wages, the price 

level will tend to settle at p0, thus establishing full employment. 

To illustrate the mechanism by which the economy tends automatically 

to establish full employment, consider what would happen if for some 

reason the economy should be operating below full employment. Suppose, 

for example, that the real wage were (w/p)x (higher than the full employ¬ 

ment real wage (w/p)f) and employment were Nx (less than the full em¬ 

ployment level Nf) in Panel A. Accordingly, suppose the GNP were yx 
(below the full employment level yf) in Panel B and that the price level 

were px (above the full employment level p0) so that the LM curve took 

the position LM(px) in Panel C. As long as wages and prices and wages are 

flexible—i.e., as long as wages fall when the supply of labor exceeds the 

demand and the prices of goods fall when the supply of goods exceeds 

demand—the situation just depicted cannot be maintained. Looking at 

Panel A, the supply of labor exceeds demand by the amount AB at the real 

wage of (w/p)x\ that is, there are unemployed workers who would like to 

work at the prevailing (or even a lower) wage. In an effort to obtain em¬ 

ployment, these workers will bid down the money wage. As the money 

wage falls, costs of production of goods and services will decline, and if the 

prices of goods and services are flexible they will fall. As prices and wages 

fall, the amount of money needed for transactions to handle payrolls, grocery 

bills, and so on, is reduced. Thus, the supply of money comes to exceed the 

demand at the prevailing interest rate. The excess money is put into the loan 

market, by the purchase of securities or by paying back bank loans, thus 

leaving the banks with unused lending capacity and inducing them to offer 

loans on better terms. As a result of this, interest rates fall, and the fall in 

interest rates stimulates investment to the extent that the marginal efficiency 

of investment is interest-elastic. The increase in investment raises aggregate 

demand, both directly and through the multiplier mechanism. The increase 

in demand will induce an increase in production and employment to meet it. 

This process will continue as long as the supply of labor exceeds the demand 

for it, since as long as this condition prevails, money wages will continue to 

fall. The process will come to a stop, when employment reaches Nf) the 

real wage reaches (w/p)f, real GNP reaches yf, the interest rate reaches 

rf, and the price level reaches p0. 
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THE REAL BALANCE OR “NET CLAIMS” EFFECT 

In addition to the effects discussed above, some monetary theorists have 

emphasized another channel through which flexible wages and prices may 

work to maintain full employment in the economy. These theorists contend 

that as the real value of wealth increases, the desire to save to accumulate 

further wealth weakens and households (and perhaps firms as well) tend to 

spend more and save less at given levels of income. That is, an increase in 

consumer wealth tends to raise expenditures, thus exerting a stimulating 

effect on the economy.5 

Now the market values of real goods and of equities in enterprises 

producing goods and services tend in general to move roughly in proportion 

with the price level of currently produced goods and services; consequently, 

a decline in prices has little effect on the aggregate value of real wealth. 

However, debt claims—which constitute promises to pay fixed sums in 

money—as well as money itself, increase in real value as the price level 

falls; that is, their real value in terms of currently produced goods and 

services increases. Thus, it might be argued that a fall in the price level, by 

increasing the real value of that portion of their wealth which people hold 

in the form of debt claims and money, would cause a rise in expenditures. 

The difficulty with this argument, however, is that private debt instru¬ 

ments are not only an asset to the person holding them but a liability to the 

person or firm issuing them. A fall in the price level thus not only increases 

the real value of the asset to the person holding it but at the same time 

increases the real burden of the debt to the person owing it. If the interest 

and principal of the debt are not paid when due, the person owing the debt 

may be forced into bankruptcy with disastrous results for him. Consequently, 

a fall in the price level will make debtors more cautious and have a 

depressing effect on their expenditures which is likely to cancel out—and 

perhaps more than cancel out—the stimulating effect on expenditures of the 

rise in the real value of the corresponding assets to their owners. This same 

argument applies to a large part of the money stock as well as to debt 

claims, since much of the money in the economy is created by the making of 

loans to private spending units. In such cases, the money holdings of one 

person are balanced by debt owed to the banking system by someone. Thus, 

a fall in prices may encourage the holders of money to spend more while at 

the same time discouraging spending by those owing debt to the banks. 

There is, however, a stock of monetary and debt claims held by spending 

units in the economy which does not have a counterpart in debts owed by 

other spending units. Such claims arise when the federal government spends 

5 There is a very extensive literature on this subject, the most comprehensive treatment 
(though at a quite advanced level) being contained in Don Patinkin, Money, Interest, and 
Prices (2d ed.; New York: Harper & Row, 1965). 
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more on goods and services or transfer payments than it takes in in taxes 

revenues, i.e., whenever the government has a budget deficit.6 It should be 

noted that such “net claims against the government” are generated by 

federal deficits no matter how the deficits are financed. If the government 

raises money by selling bonds to the public, it gives the public bonds in 

exchange for money; when it spends the money, the public’s holdings of 

money are restored to the previous level. Thus, when the whole operation of 

borrowing and spending is completed, the public has the same amount of 

money as it had to begin with and an additional amount of claims in the 

form of government bonds in an amount equal to the deficit. If bonds are 

sold by the government to the banks, who create deposits to the credit of the 

government to buy them, and the government then spends the deposits so 

created on goods and services, the public will have more money (i.e., 

deposits) without any increase in its indebtedness to the banks—that is, the 

public’s net claims are increased. Finally, if the government finances the 

deficit by printing money or by drawing down its previously accumulated 

cash balances, the public’s holdings of money are increased without any 

increase in its indebtedness. Thus, federal budget deficits increase the public’s 

net claims dollar for dollar, and, of course, federal surpluses (excesses of tax 

receipts over expenditures) reduce net claims dollar for dollar. 

Thus, the nominal value of the stock of net claims in existence at any 

time is equal to the cumulative net budget deficit of the federal government 

since the beginning of its operations. The amount of purchasing power 

represented by this stock of net claims increases as the price level falls and 

falls as the price level rises. If changes in the price level cause changes in the 

public’s propensity to spend on goods and services, it is presumably a result 

of such changes in the purchasing power to the public’s net claims. 

This alleged tendency for price fluctuations to produce inverse changes in 

expenditures as a result of changes in the public’s wealth has been variously 

called the “cash balance effect,” the “real balance effect,” and the “Pigou 

effect” (after the late British economist A. C. Pigou, who first called atten¬ 

tion to the possibility). The first two names are somewhat misleading since 

they suggest that the effect applies to money balances, which for reasons 

indicated above is hardly correct. Perhaps the best name that could be 

applied to the phenomenon would be “net claims effect” in accordance with 

the reasoning set forth above. 

6 Changes in net claims result from deficits and surpluses of the federal government 
but not from those of state and local governments. The federal government has the ultimate 
power to create money if necessary to pay off-its debts and therefore cannot be rendered 
bankrupt. Consequently, there is no reason why a fall in prices which increases the real 
burden of the federal government debt should create pressure on that government to 
curtail its expenditures. State and local governments, on the other hand, do not have the 
power to create money, and their securities are accordingly subject to some risk of default, 
like those of private spending units. A fall in prices therefore increases the debt burden 
on state and local governments and may create pressure for them to curtail expenditures, 
just as it does for private debtors. 



332 • Macroeconomics 

However, even as applied to the public’s net claims, the operation of the 

alleged effect encounters some logical difficulties, and its importance has 

never been clearly demonstrated empirically. The question of price expecta¬ 

tions is one source of trouble. When prices are declining during a period of 

depression, it seems probable that the public will regard these price declines 

as merely temporary phenomena which are likely to be reversed when 

recovery occurs. If this is the case, it seems most unlikely that people will 

revise their calculations concerning the real value of their wealth on the 

basis of such price declines—that is, it does not seem reasonable that the 

public will feel richer under such circumstances and therefore be inclined to 

increase expenditures on goods and services. Moreover, the problems of 

offsetting financial claims and debts generated by private borrowing and 

lending are not satisfactorily disposed of by simply canceling the totals out 

against each other and taking the net claims as suggested above. The fall in 

prices makes creditors feel better off and debtors feel worse off, but there is 

no reason to assume that these effects cancel out. In fact, in the absence of 

any very firm evidence, one might hazard a guess that the depressing effect 

on debtors, who are under severe compulsion to meet the interest and 

principal of their debts, will often be more powerful than the buoyant 

effects on creditors, who are under no strong pressure to increase their 

spending. 

It is important to note that the stock of net claims held by the public may 

be increased by government deficits which result in increases in the nominal 

dollar amount of claims, as well as by declines in the price level which 

increase the real value of a fixed nominal amount of claims. A rise in the 

nominal amount of claims may have a much greater effect on spending than 

an increase in the real value of claims resulting from a fall in prices. During 

the World War II period of June 30, 1939, to June 30, 1946, the federal 

government operated at a cumulative cash deficit of $190 billion, thus in¬ 

creasing the public’s net claims by this amount. There is little doubt that the 

high levels of consumer and business demands that prevailed in the im¬ 

mediate postwar period were partly due to this vast accumulation of financial 

assets by the public as a byproduct of war finance. Under normal peacetime 

circumstances, on the other hand, it seems doubtful whether the relatively 

small budget deficits and surpluses that usually occur are capable of chang¬ 

ing the public’s holdings of claims by sufficiently large amounts to be very 

important. 

Such evidence as there is suggests that the "net claims effect” is not 

ordinarily very important, and we shall not be inclined to take it seriously. 

To the extent that the effect is present, a fall in prices will tend to cause a 

rise in the consumption function and perhaps also in investment spending. 

Thus, with a net claims effect present, a fall in prices would cause the IS 

curve in Panel C of Figure 15-1 to shift upward and a rise in prices would 
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cause the IS curve to shift downward- If the economy were temporarily at 

point S in Panel C with substantial unemployment, as in our earlier exam¬ 

ple, the resulting decline in wages and prices would now work through two 

different channels to restore full employment: (1) the rise in the real value 

of cash balances would cause the LM curve to shift upward, for reasons 

explained earlier, and (2) the increase in the real value of net claims would 

cause the IS curve to shift upward. 

TWO CAUSES OF CHRONIC UNEMPLOYMENT 

The above analysis is intended to show that a free enterprise economy has 

built into it an automatic tendency to maintain full employment or to 

restore itself to full employment if a situation of unemployment should 

prevail temporarily. However, there are two important ways in which the 

forces of equilibration may be at least temporarily immobilized. 

The “Liquidity Trap” Problem 

It was pointed out in Chapter 11 that if the speculative motive for 

holding money is operative and important, there may be a floor below which 

it will be extremely difficult to force the rate of interest. The reason is that if 

investors are influenced by conventional views concerning the "normal” 

level of interest rates, it may be that after the rate has fallen substantially 

below this level, investors will become virtually unanimous in their feeling 

that a rise in the rate is in the offing, and they will be unwilling to invest 

further resources in bonds no matter how much the supply of money is 

increased. If this should occur, a further decline in prices which increases the 

real value of cash balances will be completely ineffective in lowering the 

rate of interest and thereby stimulating investment. 

Such a situation is depicted in Figure 15-2, which is analogous to Panel C 

of Figure 15-1. The full employment level of real GNP as determined by 

the supply and demand for labor and by the production function ( Panels A 

and B of Figure 15—1) is yf. The interest rate necessary to make aggregate 

demand equal to yf, as indicated by the IS curve in Figure 15-2, is rf. How¬ 

ever, the liquidity preference schedule becomes completely elastic at an 

interest rate of r0, which is higher than rf. When the liquidity preference 

schedule becomes perfectly elastic, the LM curve, as drawn in Figure 15—2, 

becomes a perfectly vertical line at the same interest rate. (The stu¬ 

dent should convince himself of this by-studying the derivation of the LM 

curve from the liquidity preference schedule as shown in Figure 12-6.) The 

LM curves for various price levels under these conditions are shown in 

Figure 15-2. A fall in the price level raises the LM curve, but does not 

change the location of the vertical section of it. Since, in this case, the IS 
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FIGURE 15-2 

The “Liquidity Trap” Case 

curve intersects the LM curve in the vertical range of the latter, a fall in the 

price level does not reduce the interest rate as it did in Figure 15—1, and 

therefore does nothing to raise output and employment. 

It may be noted that if there is a significant “net claims effect” present, 

this effect may produce a tendency toward full employment even though the 

interest rate effect is immobilized. That is, due to the “net claims effect” a 

fall in the price level may cause the IS curve to shift upward; if this process 

continues until the curve occupies the position IS', full employment will be 

achieved. However, for reasons suggested earlier, the importance of the “net 

claims effect” is rather dubious. 

Rigidity of Money Wages 

Another way in which the automatic forces tending to produce full 

employment may be thwarted is through the existence of downward rigidity 

of money wage rates. Such rigidity of money wages may be due to various 

factors, including (a) powerful trade unions which are able to prevent 

money wages from falling, at least temporarily; (b) statutory provisions, 

such as minimum wage laws; (c) failure of employers to reduce wages even 

though besieged by workers willing to work at lower wages, due to a desire 

to retain loyal and experienced employees and to maintain morale; or (d) 

unwillingness of unemployed workers to accept reduced money wages even 
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though they would be willing to work at lower real wages brought about by 

a rise in prices.7 

If money wages are rigid, it is possible for the economy to get into a 

position that can be described as an "underemployment equilibrium.” Such a 

situation would look like that shown in Figure 15-1 in which employment 

is Nx, the real wage is (w/p)i, real GNP is yx, and the price level is px, so 

that the LM curve occupies the position LM(px). If the fixed money wage 

(tv) is such that when it is deflated by the price level px the real wage is at 

the level (tv/p)x, this will represent an equilibrium position that will be 

maintained. (As indicated in our earlier discussion, if wages are flexible so 

that they will fall due to the existence of the unemployment—which 

amounts to AB in Panel A of Figure 15-1—the position will not be an 

equilibrium, because the resulting fall in money wages will set in motion 

forces that will lead to full employment.) 

In principle at least, unemployment that is due to wage rigidity can be 

cured by an appropriate increase in the money supply. In the example 

shown in Figure 15-1, all that is necessary is to increase the money supply 

sufficiently to shift the LM curve so that it intersects the IS curve at point R 

when the price level is high enough to produce full employment. This price 

level consistent with full employment is one which is high enough to 

convert the fixed money wage into a real wage of (tv/p)f, the level of real 

wages consistent with equilibrium in the labor market. 

THE PRACTICAL SIGNIFICANCE OF ALL THIS 

Prior to the Great Depression of the 1930’s (and especially prior to the 

appearance of Keynes’ General Theory of Employment, Interest, and Money 

in 1935), it was customary for economists to emphasize that a free enter¬ 

prise economy possessed strong built-in automatic tendencies toward full 

employment. Large-scale unemployment was usually regarded as a distinctly 

unimportant temporary aberration of the system, and very little attention 

was given to it in the writings of most professional economists. Today, 

however, there is much greater awareness of the complexity of the automatic 

self-corrective forces tending to prevent unemployment or to eliminate it 

once it has developed. 

In practice, it is quite unlikely that either of the two basic flaws in the 

equilibration mechanism referred to above will be present in extreme form. 

That is, a true "liquidity trap” situation in which the demand for money 

becomes completely interest-elastic seems rather improbable. It is possible 

7 It may appear irrational for workers to be unwilling to accept a cut in money wages 
but to be willing to accept a cut in real wages brought about by a rise in prices. However, 
if workers have commitments that are fixed in terms of money—such as mortgage pay¬ 
ments they have to make—a distinction of this kind may not be irrational. On this general 
subject, see James Tobin, "Money Wage Rates and Employment,” in S. E. Harris (ed.), 
The New Economics (New York: Alfred A. Knopf, 1947), pp. 572-87. 
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that such a situation did occur in the United States in the 1930’s, but even 

this is debatable. Nor are money wages likely to be completely rigid; when 

unemployment becomes large, some decline in money wages is almost 

certain to occur. 

Nevertheless, both of the difficulties referred to above appear to be 

present in somewhat attenuated form. Due to trade union pressures, mini¬ 

mum wage laws, and so on, money wages do not decline readily when 

unemployment occurs; while not completely inflexible, wages may be de¬ 

scribed as “sticky” rather than truly flexible in a downward direction. That 

is, moderate amounts of unemployment seem capable of causing no more 

than a slow and gradual sag in money wages. Now, as indicated earlier, a 

decline in wages (and prices) raises the level of aggregate employment in 

the economy by increasing the real value of the money stock, lowering the 

interest rate, and perhaps by increasing the real value of the stock of "net 

claims against the government,” thereby causing an upward shift in expendi¬ 

ture schedules. 

While the demand for money is most unlikely to be completely interest 

elastic, it does appear that the interest-elasticity of demand for money may 

commonly be great enough so that a rather large increase in the real value 

of cash balances—and therefore a large decline in money wages—will be 

necessary to produce a significant decline in interest rates. Moreover, there is 

considerable evidence that the marginal efficiency of investment schedule is 

rather inelastic, with the result that a substantial fall in interest rates will be 

necessary to stimulate investment significantly. Finally, for reasons indicated 

above, it is doubtful whether the "net claims effect” on expenditures is 

strong enough to be of much importance. 

Thus, it has come to be generally agreed that the "automatic” forces in 

the economy tending to keep the system operating at full employment are 

too weak to be relied upon and that it is therefore necessary to place 

considerable emphasis on deliberate monetary and fiscal policies of one kind 

or another to maintain full employment. 

It may be well to refer again in this context to the so-called "automatic 

stabilizers” that were discussed at some length in Chapters 6 and 13.8 The 

automatic fiscal stabilizers discussed in Chapter 6 prevent changes in GNP 

from being reflected fully in changes in disposable personal income; in this 

way they reduce the size of the multiplier so that, for example, an autono¬ 

mous decline in expenditures will cause a smaller decline in GNP than 

would occur in their absence. The automatic monetary stabilizer discussed 

in Chapter 13 comes into operation when, with a constant stock of money, 

a decline in income (even with unchanged wages and prices) reduces the 

transactions demand for money, causing interest rates to fall and imparting 

a stimulus to investment. 

8 See Chapter 6, pp. 134-37, and Chapter 13, pp. 258-59. 
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These automatic fiscal and monetary stabilizers cut down the degree of 

instability in the economy. However, they are not capable of preventing 

changes in GNP entirely, since they are brought into operation as a result 

of changes in GNP. Moreover, while they reduce the magnitude of a re¬ 

cession brought on by a decline in autonomous expenditures, they cannot, 

by themselves, restore the economy to full employment. Price flexibility, if 

it is present, is also an automatic stabilizer, but it is more powerful, in a 

sense, than the stabilizers discussed in Chapter 6 and 13, since it is capable 

not only of checking a decline but of actually restoring the economy to full 

employment. This can be seen by reference to Figure 15—1. If the economy 

is operating at employment Nx, with real wage (u>/p)x and unemployment 

AB (in Panel A) and if wages are flexible, money wages will fall as un¬ 

employed workers offer to work at reduced wage rates. As explained earlier, 

this will reduce costs and prices, thereby increasing the real value of the 

money stock and causing the LM curve (in Panel C) to shift upward from 

its original position LM(px). If the "net claims effect” is operative, the 

decline in wages and prices will also cause the IS curve to shift to the right. 

This process must continue until the real wage has fallen to (w/p)f and 

full employment has been restored, because until this has happened wages 

and prices will continue to fall, stimulating aggregate demand indirectly 

through shifts of the LM curve, and perhaps also the IS curve. Unfortunately, 

while price flexibility if it were operative would be capable of bringing the 

economy all the way back to full employment, in practice it cannot be 

relied upon to achieve this purpose for reasons explained above.9 

9 A distinction is sometimes made between proportional stabilizers, which generate 
additional demand equal to some portion of the amount by which income deviates from 
the full employment level, and integral stabilizers, which generate additional demand in 
proportion to the cumulative amount by which income deviates from the full employment 
level. Proportional stabilizers can reduce the severity of a recession but cannot, by them¬ 
selves, restore the economy to full employment. Integral stabilizers, on the other hand, 
are capable of restoring full employment. In this context, the automatic stabilizers dis¬ 
cussed in Chapters 6 and 13 are proportional stabilizers, while flexible wages and prices 
are an integral stabilizer. For a further discussion, see A. W. Phillips, "Stabilisation Policy 
in a Closed Economy,” Economic Journal, Yol. LXVI, June 1954, pp. 290-323. 



Chapter 

16 

INFLATION 

During much of the period since World War II, inflation 

has been a major economic problem in the United States. It has been a 

source of much controversy, the arena of which has ranged all the way from 

the learned journals in which professional economists publish their studies to 

the platforms of political parties and the speeches of their candidates. The 

controversy has had many aspects: What are the causes of inflation? What 

are its effects on the functioning of the economic system and on the lives of 

the people? What are the best policies to employ to deal with inflation? To 

what extent should economic policy be directed at preventing inflation when 

such prevention interferes with the achievement of other economic and 

social objectives? 

Although we have learned a good deal about inflation in the last 15 years 

or so, it is only fair to point out that the subject is still fraught with a great 

many difficulties, and there is room for a considerable amount of legitimate 

difference of opinion. The student should bear this in mind as he reads the 

present discussion which attempts to present various viewpoints while at the 

same time making clear the author’s views on the various issues involved.1 

THE NATURE AND SIGNIFICANCE OF INFLATION 

Before turning our attention to the economic analysis of the causes of 

inflation, let us consider briefly what inflation is and what its economic 

effects are. 

What is Inflation? 

Inflation is perhaps best defined as a tendency toward a continuing rise in 

the general level of prices. The reason for including the phrase "tendency 

toward” in the definition is that it is common to distinguish between open 

1 For ao intensive and valuable review of the literature dealing with various aspects 
of inflation, the reader is referred to Martin Bronfenbrenner and F. D. Holzman, "Survey 
of Inflation Theory,” American Economic Review, Vol. LIII, September 1963, pp. 593-661. 
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inflation and suppressed inflation. Open inflation, to which we shall confine 
our attention for the most part, is a situation in which inflationary tendencies 
are permitted to express themselves in the form of an actual rise in the price 
level. Suppressed inflation, on the other hand, is a situation in which upward 
pressures on the price level are present but are prevented from producing an 
actual rise in prices through the imposition of direct controls in the form of 
governmentally enforced ceilings on the prices of individual products. Direct 
price controls are commonly used in wartime as a means of suppressing 
inflation. Since they tend to interfere with the functioning of the price 
system as a means of controlling the allocation of resources and of rationing 
supplies of goods and services among users, they commonly have to be 
supplemented by systems of priorities, production controls, and rationing of 
commodities. The use of direct price controls is virtually unavoidable during 
wartime emergencies, but when used for extended periods in time of peace, 
such controls are likely to produce distortion and misallocation of resources 
and reduce economic efficiency so seriously as to make them more undesira¬ 
ble than the inflation they are supposed to prevent. 

The phrase "continuing rise” in our definition of inflation is meant to 
emphasize the fact that inflation involves rising prices rather than merely 
high prices. (There is no very meaningful standard—other than an arbitrary 
historical norm—on which to base the statement that prices are "high.”) 
That is, inflation is a dynamic process rather than a static state, and the 
degree of inflation is capable of being expressed quantitatively as the rate of 
increase of some selected price index during a specified period of time. 

The Economic Effects of Inflation 

If all prices in the economy, including the valuations of all assets and all 
debts, were to move together in the same proportion, changes in the general 
level of prices would be of no significance. Every individual’s money income, 
the prices of the things he was interested in buying, the value of all of his 
assets, and the amount he owed under debt contracts would all rise in the 
same proportion, thus leaving him in the same financial position as before. 
Such conformity in the behavior of prices is, however, far from being 
realized in practice. During periods of inflation when most prices are rising, 
the rates of increases in individual prices vary greatly, and some prices may 
remain unchanged or even decline. 

As a result of these differential movements in the prices of different 
goods, services, assets and debts, inflation may produce substantial changes in 
the distribution of income and wealth among families and social classes. The 
traditional generalizations about the distributional effects of inflation are 
somewhat as follows: (1) Profit recipients gain from inflation because costs 
tend to lag behind selling prices in adjustment. (2) Wage earners may gain 
or lose depending upon the speed with which their wages adjust to changes 
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in prices. (3) Unionization may accelerate the rise in wages and protect 

workers against the ravages of inflation; on the other hand, in some cases the 

contractual nature of union wage arrangements may slow down the process 

of wage adjustment and worsen the position of workers in time of inflation. 

(4) Salaried workers, such as teachers and white collar groups, are likely to 

be hurt by inflation, since their salaries are slow to adjust to changes in 

prices. (5 ) Recipients of interest and rent are likely to be hurt seriously by 

inflation, since these payments are often fixed by contracts which are subject 

to renegotiation only after the lapse of considerable periods of time. (6) 

Debtors, whose contracts are fixed in terms of money, are benefited by 

inflation since the real burden of their debt is reduced. (7) Persons holding 

wealth in the form of common stocks, real estate, and stocks of goods may 

/ benefit if the prices of these elements of wealth rise faster than the general 

level of prices. (8) Persons who hold wealth in the form of currency, bank 

deposits, or debt claims whose nominal value is fixed in money are hurt by 

inflation. 

Obviously, any particular person may fall in several of these groups, and 

the net effect of inflation on his position will depend upon the sources from 

which he receives his income, the form in which he holds his assets, and the 

extent to which he is in debt. In general, there is some reason to expect that 

inflation will tend to increase the degree of inequality in the distribution of 

income and wealth, because profits, which are an especially important source 

of income for wealthy persons, are supposed to be increased by inflation and 

because such persons are likely to be quite skillful in investing their accumu¬ 

lated wealth in forms such as common stocks and real estate that respond 

favorably to inflation. 

Several efforts have been made in the last few years to measure the effects 

of inflation on the distribution of income and wealth.2 For the most part, 

these studies have not been particularly successful, chiefly because distribu¬ 

tion is affected by many factors, and it has proved to be difficult to disentan¬ 

gle the effects of inflation from the other forces at work. In general, 

however, it does not seem that mild inflation of the kind we have experi¬ 

enced in the last few years has very strong effects on the distribution of 

income. Some groups, however, have clearly been affected adversely, the 

most striking examples being older retired persons dependent on interest 

2 G. L. Bach and Albert Ando, "The Redistributional Effects of Inflation,” Review of 
Economics and Statistics, Vol. XXXIX, February 1957, pp. 1-13; S. E. Harris, The Inci¬ 
dence of Inflation: Or Who Gets Hurt? Study Paper No. 7, Study of Employment, Growth, 
and Price Levels, Joint Economic Committee, Congress of the United States (1959); and 
Oswald Brownlee and Alfred Conrad, “Effects upon the Distribution of Income of a 
Tight Money Policy,” in Stabilization Policies (Research Studies of the Commission on 
Money and Credit, 1963), pp. 499-558. For a good brief summary, see Staff Report on 
Employment, Growth, and Price Levels, Joint Economic Committee, Congress of the 
United States (1959), pp. 110-14. 
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income, life insurance, annuities, pensions, and the like. Government em¬ 

ployees and persons employed by educational institutions and religious and 

charitable organi2ations have also been adversely affected. In addition, the 

postwar inflation seems to have produced a significant increase in the 

concentration of accumulated wealth, particularly in the hands of the very 

wealthiest families. 

In addition to its effects on the distribution of income and wealth, 

inflation can affect a nation’s balance of payments adversely. This has come 

to be an important consideration in the United States in the last few years, 

because we have been troubled with a serious and continuing balance-of- 

payments deficit. If prices rise more rapidly in the United States than abroad, 

our products become more expensive compared to those of our foreign 

competitors, both in the U.S. market and in foreign markets. As a result our 

imports may increase and our exports decline, thereby aggravating' the 

balance-of-payments problem. 

Inflation is often said to have effects on the growth and prosperity of the 

economy generally, although there is considerable uncertainty concerning 

the nature of these effects. Two sharply divergent points of view may be 

recognized. According to the first of these, sound prosperity and steady 

economic expansion cannot be achieved unless inflation is prevented. Propo¬ 

nents of this view contend that expectations of continuing inflation weaken 

the propensity to save, thus reducing the resources available for capital 

accumulation, which is one of the major sources of long-run economic 

growth and rising living standards. In addition, it is contended that continu¬ 

ing inflation introduces an element of uncertainty into economic calculations 

and reduces economic efficiency by channeling the energies of business men 

in the direction of protecting their fortunes against the ravages of inflation 

at the expense of productive economic activity.3 The contradictory view is 

that a continuing gentle increase in the price level has a buoyant effect on 

economic activity and is conducive to prosperity and healthy economic 

growth.4 

While a fairly persuasive case can be made for either of these two sharply 

contradictory attitudes toward inflation, there is very little solid evidence to 

support either view. The truth is that it is quite possible to find in different 

countries and at different times examples of prosperity and rapid economic 

growth accompanied by rising prices, falling prices, or stable prices.5 Gen- 

3 For an elaborate exposition of the view that a stable price level is a necessary 
prerequisite for sound prosperity and expansion, see ‘'Creeping Inflation,” Federal Reserve 
Bank of New York Monthly Review, June 1959, pp. 86-94. 

4 The late Professor Sumner H. Slichter of Harvard University was a strong advocate 
of this view. 

5 See Staff Report on Employment, Growth, and Price Levels, op. cit., Tables 1-2 and 

1-3, pp. 12-13. 
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eral economic health is clearly not rigidly tied to any particular kind of price 

level behavior. 

What price index should be used in judging whether inflation is present 

and in measuring its extent? For reasons discussed in an earlier chapter, it 

appears that the Consumer Price Index has an upward bias which causes it 

to exaggerate increases in the price level.6 Consequently, an all-out effort to 

stabilize this index would require deflationary policies, which might, for 

reasons to be explained later in this chapter, be very costly in terms of 

reduced output and increased unemployment. Moreover, since the Consumer 

Price Index contains the prices of many services which are not traded 

internationally, the Wholesale Price Index is a better guage of our interna¬ 

tional competitive position. On the other hand, the Consumer Price Index 

has an important effect on movements in money wages, partly because there 

are often escalation provisions in labor contracts under which wages are 

automatically adjusted upward when the index rises. The implicit price 

deflator for the GNP is the most comprehensive index of the prices of newly 

produced goods and services, but like the Consumer Price Index, it probably 

contains a significant upward bias. All things considered, there is no single 

index that can be used as a measure of inflation; indeed, a full understanding 

of price developments often requires careful study of movements of subdivi¬ 

sions of the Consumer Price Index and the Wholesale Price Index, such as 

the indexes for food prices, medical services, and industrial commodities. 

Types of Inflation 

We shall discuss two types of inflation: demand-pull inflation and mar¬ 
ket-power inflation. Demand-pull inflation is the classic variety that occurs 

when the aggregate demand for goods and services exceeds the productive 

capacity of the economy. In recent years, it has come to be recognized that in 

a modern industrial economy containing large labor and business organiza¬ 

tions, inflation can occur even in the absence of excessive aggregate demand, 

as a result of the exercise of monopoly power by these organizations. 

Inflation of this kind we shall refer to as market-power inflation. 

DEMAND-PULL INFLATION 

Demand-pull inflation has frequently been characterized as a situation in 

which there is "too much money chasing too few goods.” The great inflations 

which have so often occurred during or immediately following wars have 

invariably been of this type, and in fact until fairly recently economists have 

commonly taken the position that all inflationary episodes were basically 

due to demand pull. 

6 For a discussion of the construction and properties of this and other indexes, see 
Chapter 4. 
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A Simple Model of Demand-Pull Inflation 

A simple model which will serve to illustrate the essence of demand-pull 

inflation is presented in Table 16-1.7 For simplicity, let us assume that the 

maximum output that can be produced at full employment is $1,000 billion 

when valued at the prices prevailing prior to the beginning of the inflation¬ 

ary episode. In period one, GNP is $1,000 billion, of which $250 billion is 

taken in taxes, leaving disposable income of $750 billion. Consumption 

expenditures amount to 80 percent of disposable income, or $600 billion, 

investment expenditures amount to 24 percent of disposable income, or 

$180 billion, and government purchases of goods and services come to $220 

TABLE 16-1 

Hypothetical Illustration of Demand-Pull Inflation 

Symbol Meaning How Calculated 1 

Time Period 

2 3 

y. .Full-employment GNP at prices 

of period 1 

Given constant 1,000 1,000 1,000.00 

Y. . GNP at current prices Ct + It + Gt 1,000 1,020 1,040.40 

T. .Taxes 0.25 Yt 250 255 260.10 

Yd. .Disposable income Yt- Tt 750 765 780.30 

C. .Consumption 0.8 Yt-id 600 600 612.00 

I. .Investment 0.24T(-id 180 180 183.60 

G. . Government purchases 0.24T*_i in period 

2 and after 

220 240 244.80 

*Sp. . Planned (ex ante) saving Yt_yd - Ct 150 150 153.00 

. . Actual (ex post) saving Ytd - Ct 150 165 168.30 

N. . Inflationary gap Yt - Yt-x 20 20.40 

P. .Price index (period 1 = 100) Yt/y 100 102 104.04 

billion. Thus, total expenditures (consumption plus investment plus govern¬ 

ment purchases) amount to exactly $ 1,000 billion, which is just the value of 

full employment output at current prices. The economy is, therefore, in full 

employment equilibrium in period one. 

Suppose that in period two the government increases its purchases of 

goods and services by $20 billion, to $240 billion. We shall assume that 

both consumption and investment adjust to disposable income with a lag of 

one period. As a consequence, both consumption and investment are the 

same in period two as in period one—that is, consumption is $600 billion 

and investment $180 billion. However, total expenditures (consumption 

7 For a more sophisticated presentation of a model somewhat similar to the one 
presented here, see Arthur Smithies, "The Behavior of Money National Income under 
Inflationary Conditions,” Quarterly Journal of Economics, Vol. LVII, November 1942, 
pp. 113—27, reprinted in Arthur Smithies and J. K. Butters (eds.). Readings in Fiscal 
Policy (Homewood, Ill.: Richard D. Irwin, Inc., 1955), pp. 122-36. 
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plus investment plus government purchases) are equal to $1,020 billion in 

period two. Since total output at the prices of period one is still only $1,000 

billion, the expenditure of $1,020 billion on only $1,000 billion of goods 

and services must drive prices up in proportion. Thus the price level in 

period two must rise to 102 percent ($1,020 billion divided by $1,000 

billion) of the level in period one, with GNP at the new prices amounting 

to $1,020 billion. 

Let us assume that the tax system is proportional and of such a nature 

that tax collections are always 25 percent of GNP. Then taxes will rise to 

$255 billion (25 percent of $1,020 billion) in period two, and disposable 

income will be $765 billion ($1,020 billion minus $255 billion). Con¬ 

sumption and investment expenditures in period three adjust to the disposa¬ 

ble income of period two. Since both prices and money incomes have risen 

by 2 percent between period one and period two, leaving real disposable 

income unchanged, we may assume as a first approximation that families 

consume the same fraction of disposable income and businesses invest the 

same proportion of disposable income as before. That is, consumption 

expenditures rise to $612 billion (80 percent of $765 billion), and invest¬ 

ment expenditures rise to $183-6 billion (24 percent of $765 billion) in 

period three. In period two, when it raised its purchases to $240 billion, the 

government attempted to buy 24 percent of the GNP, which amounted to 

$1,000 billion at the time the decision to increase expenditures was made. 

Suppose that the government continues its effort to obtain 24 percent of 

national output in period three, and in order to do so raises its expenditures 

to $244.8 billion (24 percent of the previous period’s GNP of $1,020 

billion). Then in period three total expenditures (consumption plus invest¬ 

ment plus government purchases) will amount to $1,040.4 billion. Total 

output valued at period one’s prices is still only $1,000 billion; the expendi¬ 

ture of $1,040.4 billion on $1,000 billion of output must drive the price 

index up to 104.04 ($1,040.4 billion divided by $1,000 billion). Thus, the 

price index rises by a further 2 percent in period three (note that 1.0404 -r- 

1.02 = 1.02, i.e., 104.04 is 2 percent greater than 102). 

As long as the relationships indicated in Table 16—1 continue to hold, the 

price level will continue to rise at a rate of 2 percent per period. The model 

of Table 16-1 consists of the following six equations. 

Ct = c(Yt-, - Tt-i) (1) 
Tt-i = *Yt_i (2) 

G, = gY,-(3) 
It = KYt-i - T,_0 (4) 

Yt— Ct T- It + Gt (5) 
fty = Yt (6) 

The model employs an expenditure lag, which is reflected in the fact that the 

current period’s consumption, investment, and government purchases de- 
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pend upon the previous period’s income. The marginal propensities to 

consume and to invest out of aftertax income are represented by c and k, 
respectively; the marginal propensity to pay taxes is represented by v; and 

the government’s propensity to spend on goods and services is represented 

by g- 
The model can readily be solved to show the manner in which the price 

level in one period depends upon the price level in the previous period. 

Substituting Equations 1, 2, 3, and 4 into Equation 5, we obtain 

y( = c(Yt-! - vYt-0 + k(Yt-.i ~ vYt-0 + gYt-i 

or 

Yt = t(c + k~)(l — v) + g]Yt-1 (7) 

Substituting Equation 6 into Equation 7, we obtain 

pty = [Qc + K)(\ ~ v) + g]pt-iy 

and eliminating y from both sides, we have 

pt — l(c + &)(1 — *0 + g]p*-1 

For the example worked out in Table 16-1, c is 0.8, k is 0.24, v is 0.25, and 

g is 0.24. Thus, we have 

pt = [(0.8 + 0.24)(1 ~ 0.25) + 0.24]j>,_i 

or 

pt= l.Q2pt-i 

That is, the price level rises at a rate of 2 percent per period. 

The essence of this model is very simple. Consumers are trying to buy 60 

percent of national output, business firms are trying to buy 18 percent for 

investment purposes, and government is attempting to obtain 24 percent. 

Thus the inflation is due to the fact that the aggregate of all demands on 

national output add up to 102 percent of the output available. Thus, prices 

are driven up by 2 percent each period. Since the proceeds from the sale of 

product also constitute income, aggregate gross income also rises by 2 

percent each period. The rise in incomes in mm pushes up demand again so 

that the inflationary process continues. The reader should note that this 

model is operative only when the economy is at full employment and when 

aggregate demand adds up to more than 100 percent of available output 

(i.e., when (c k) (1 —v) +g >1). When the economy is operating 

short of full employment, any excess demand operates at least partly to raise 

output rather than prices, and when aggregate demand falls short of total 

output (even when the economy is currently at full employment), the 

shortfall of demand operates at least partly to reduce output rather than 

prices. 
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' Table 16-1 illustrates the concept of an inflationary gap. The inflationary 

gap in any period is the amount by which aggregate demand in that period 

exceeds the total available output of goods and services valued at the prices 

of the preceding period. For example, in period two, aggregate demand is 

$1,020 billion, which is $20 billion greater than total output available 

valued at the prices of period one, so that the inflationary gap in period two 

is $20 billion. By a similar calculation, the gap in period three is $20.4 

billion. The gap is a measure of the inflationary pressure; in this example, 

the gap is always 2 percent of total output valued at the previous period’s 

prices. 

The inflationary gap also represents the amount by which the current 

period’s investment plus government purchases exceeds the previous period’s 

saving plus taxes. For example, in period two investment is $180 billion and 

government purchases amount to $240 billion, for a total of $420 billion, 

while in period one taxes were $250 billion and planned saving was $150 

billion, for a total of $400 billion. Thus, the excess of period two’s invest¬ 

ment plus government purchases over period one’s saving plus taxes 

amounts to $20 billion, the amount of the inflationary gap for period two. 

The gap does not, however, show up in the national income statistics. In the 

model of Table 16—1, it is eliminated partly by a rise in taxes resulting from 

the rise in income, and partly by the appearance of unplanned saving. For 

example, in period two, $5 billion of the gap is eliminated by a rise of $5 

billion in taxes (from $250 billion in period one to $255 billion in period- 

two). Planned or ex ante saving, which is computed by taking the difference 

between the previous period’s disposable income and the current period’s 

consumption, amounts to $150 billion ($750 billion minus $600 billion). 

However, actual or ex post saving, as shown in the national income ac¬ 

counts, which is computed by taking the difference between the current 

period’s disposable income and the current period’s consumption, amounts to 

$165 billion ($765 billion minus $600 billion). Thus, the remainder of the 

inflationary gap in period two is filled by the appearance of $15 billion of 

unplanned saving. Of course, the gap is reopened by the rise in expenditures 

in period three—in fact, the gap in that period is larger (by 2 percent), 

amounting to $20.4 billion. 

Some Further Complications 

There are a number of factors which affect the process of demand-pull 

inflation which are not taken into account in the simple model presented in 

Table 16-1. Some of these factors affect the speed of the inflation, others 

tend to strengthen the inflationary process, while still others tend to weaken 

it. We now turn to a brief consideration of some of these factors. 

1. In reality inflation is a continuous process of adjustment of prices, 

incomes, and expenditures, rather than a series of discrete steps such as those 
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shown in Table 16— 1. There is, however, some kind of average lag in the 

adjustment of expenditures to rising incomes, and the length of this lag is 

probably the chief factor determining the speed with which prices rise. 

Unfortunately there is not much that can be said concerning the probable 

length of this lag, which undoubtedly depends upon many factors that vary 

from one inflationary situation to another. One factor that may be noted is 

the expectations of the people concerning the continuation of the inflation. 

In periods of hyperinflation, such as have sometimes occurred in wartime or 

in the immediate aftermath of wars, the pace of the inflation may become so 

rapid that the people expea a significant deterioration in the purchasing 

power of money from one day to the next. Under these conditions, persons 

receiving payments of money may hurry to spend them as quickly as 

possible in order to avoid the loss of purchasing power. Thus, expenditures 

are adjusted very rapidly to incomes and prices, and the speed of the 

inflation is greatly accelerated. 

2. The extent and rapidity of the adjustment of wages to changes in 

product prices may affect both the strength and speed of the inflationary 

process. If the adjustment of wages to prices is incomplete, profits will rise 

relative to wages. Since the marginal propensity to consume out of wage 

income is probably greater than the marginal propensity to consume out of 

profits, this will tend to hold down consumption, with a retarding effect on 

the inflation. On the other hand, the marginal propensity to spend on 

investment is undoubtedly greater for profit incomes than for wage incomes, 

so that the shift from wages to profits will stimulate investment. Thus, it is 

not clear what the net effect of an incomplete adjustment of wages will be 

on the inflationary process. If the extent of the wage adjustment is taken as 

given, however, the speed of the inflation will probably be greater the 

shorter is the lag in the adjustment of wages to prices. 

3. Inflation is often associated in the public mind with an unduly rapid 

expansion of the money supply. If monetary expansion lowers interest rates 

and stimulates investment to such an extent that investment demand com¬ 

bined with the other components of demand adds up to more than 100 

percent of full employment output, this monetary expansion may indeed be 

regarded as the proximate cause of inflation. However, the initial impetus to 

inflation may also come from other sources—for example, an increase in 

government expenditures (as in the above example) or an autonomous 

upward shift in consumer demand or business investment demand. 

4. Inflation increases the transactions demand for money, since it takes 

larger cash balances to meet payrolls at rising wages and grocery bills at 

rising prices. If the stock of money is constant after the initial inflationary 

impetus (whether this is a result of monetary expansion, an increase in 

government spending, or some other cause), the increase in the demand for 

money will raise interest rates, and the rise in interest rates will tend to 

reduce aggregate demand for goods and services, thus tending to check the 
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inflation. The strength of this monetary effect will be greater the greater is 

the income elasticity of the transactions demand for money, since the greater 

is this elasticity the more money will be drawn into the transactions sphere 

per unit increase in wages and prices. The strength of the effect will also be 

greater the lower is the interest elasticity of the demand for money and the 

greater is the interest elasticity of investment (marginal efficiency of invest¬ 

ment) . If the interest elasticity of demand for money is low, a sharp rise in 

interest rates will be necessary to accomplish the needed economization of 

cash balances, while if the interest elasticity of investment is high, each unit 

rise in the interest rate will have a rather strong restrictive effect on 

investment. To summarize, the damping effect of monetary restriction will 

be stronger (a) the greater the income elasticity of the transactions demand 

for money, (b) the smaller the interest elasticity of demand for money, and 

( c) the greater the interest elasticity of marginal efficiency of investment. If 

the money supply is held constant, the tightening of money automatically 

produced by inflation will in due course bring the inflation to a halt. But if 

the elasticity conditions are such as to make the monetary effect weak, a 

considerable rise in the price level may be possible before the monetary 

effect stops the inflation. Of course, the monetary effect may be greatly 

strengthened if the monetary authorities, instead of merely holding the 

money supply constant, take action to reduce it. 

5. Inflation reduces the real value of the stock of net claims against the 

government, and this may bring about a reduction in private expenditures at 

given levels of real income, thus helping to check the inflation. 

6. If the tax system is progressive rather than merely proportional, as was 

assumed in the model presented in Table 16—1, an increasing fraction of 

income is drained away through tax collections as prices rise, and this rise in 

tax collections can exert a powerful force to check the inflation. In fact, in 

our economy the progressive federal personal income tax is probably the 

strongest force working to provide an automatic check to inflation. 

7. If there are elements of income (such as salaries, interest, and the 

like) which remain constant in terms of money (or rise less than in 

proportion to prices ), this may help to stop the inflation by bringing about a 

redistribution of income, provided the marginal propensity to spend out of 

these elements of real income is greater than the marginal propensity to 

spend on the part of the recipients of other elements of income, which must 

be rising more rapidly than the price level and therefore increasing in real 

terms. That is, the inflation may be checked by squeezing enough resources 

out of fixed income classes to meet the demands of other groups in the 

economy. 

8. Instead of remaining constant, as assumed in Table 16-1, real GNP 

will ordinarily be increasing during a period of inflation, due to the growth 

of the labor force, the accumulation of capital, and the advance of technol¬ 

ogy. Thus, the amount of goods and services available to satisfy demands 

will be increasing. One of the more popular economic cliches is expressed in 
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the words, "The way to deal with inflation is to increase production.” The 

fact is that increasing production does help to some extent to stem the tide 

of inflation, but the extent of the help is easily exaggerated- The difficulty is 

that the increase in real income resulting from the rise in production 

normally will cause an increase in the demand for consumer goods. This 

increase in demand is likely to absorb something like three fourths of the 

increased production, so that only about one fourth of the increased output is 

available to meet the preexisting excess demand. For example, suppose that, 

as in period two of Table 16-1, $1,000 billion of goods and services valued 

at current prices are available to meet monetary demands totaling $1,020 

billion, so that the price index will be driven up to 102 ($1,020 billion 

divided by $1,000 billion). In this circumstance, suppose that output at 

current prices were to rise by 1 percent, to $1,010 billion, and that the 

marginal propensity to spend out of additional real income were 75 percent. 

Then aggregate demand would increase by about $7.5 billion (75 percent 

of $10 billion) to about $1,027.5 billion, and the price index would rise to 

about 101.7 ($1,027.5 billion divided by $1,010 billion) instead of 102. If 

we assume that the time period in Table 16—1 is a quarter of a year, a 

growth of real output of 1 percent per period is equivalent to 4 percent per 

year. It is apparent that growth at this rate, which is somewhat greater than 

the growth we have generally experienced in normal years of full employ¬ 

ment, is likely to have only a rather mild antiinflationary effect. It seems 

clear that increased production is no panacea for dealing with inflation. 

9- Inflation will affect the nation’s foreign trade position. Rising domestic 

- wages and prices will tend to raise the prices of export products and of 

domestic goods for which imports can be substituted. If exchange rates are 

fixed by government intervention in foreign exchange markets, as is the case 

under the present international monetary system, exports will decline and 

imports will rise, thus pushing the nation’s balance of payments in the 

direction of a deficit.8 While such a development may cause a drain on the 

nation’s gold and foreign exchange reserves and create international finan¬ 

cial problems, it will help to check the domestic inflation, since fewer goods 

will be shipped out of the country as exports and more will be brought in as 

imports, thus increasing the total supply of goods available to meet the 

excessive demands. 

10. Expectations may either accelerate the pace of inflation or help to 

check it, depending upon their nature. If consumers and businessmen expect 

the rise in prices, once started, to continue for some time, they may acceler¬ 

ate their purchases of consumer goods, inventories, and fixed capital items in 

order to obtain desired or needed goods before prices rise further. This kind 

of reaction will, of course, tend to accelerate the rise in prices. On the other 

hand, if the prevalent expectations are that the rise in prices will quickly 

reverse itself—perhaps because there is confidence that the government will 

8 For an extensive discussion of these matters, see Part V. 
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take prompt and effective measures to check the inflation and that it will be 

followed by deflation—purchases may be postponed in the expectation of 

lower prices in the future. Such behavior will itself tend to stop or at least 

slow down the rise in prices. Which of these two types of expectations will 

prevail will depend upon circumstances, so it is very difficult to generalize 

concerning this matter. 

Policies for Checking Demand-Pull Inflation 

In principle at least, demand-pull inflation can be checked by the use of 

general monetary and fiscal policies. The above discussion refers to the 

damping effects produced by the automatic tightening of credit if the supply 

of money is held constant and by the rise in tax revenues resulting from the 

rise in money incomes with a progressive tax system. However, monetary 

and fiscal policies caffibe used positively to check inflation by taking action 

to reduce the money supply, to increase tax rates, to reduce government 

expenditures, or various combinations of these policies. There are, of course, 

numerous practical problems involved in the effective application of mone¬ 

tary and fiscal policies to deal with demand-pull inflation, and there are 

important questions related to the choice of the proper combination of 

policies to be adopted. 

MARKET-POWER INFLATION 

In a perfectly competitive economy, all prices would be market-deter¬ 

mined; that is, no individual buyer or seller would, by himself, be able to 

change the price of a product or service. In such an economic environment, a 

general rise in prices could only come about because of excessive aggregate 

demand, and any inflation that occurred would therefore necessarily be of 

the demand-pull variety. In a modern industrial economy such as the United 

States, however, there are many important departures from the conditions of 

perfect competition, which result from the existence of large business firms 

and labor organizations that possess substantial monopoly power, enabling 

them to change prices and wages, at least within limits, by their individual 

action. In these circumstances, it is possible for inflation to result from the 

interacting exercise of market power by important groups in the economy 

even in the absence of excessive aggregate demand. There are a number of 

behavior patterns by labor and business which, singly or in combination, 

may produce market-power inflation. 

Wages and Labor Productivity 

One of the most pervasive characteristics of the American economy 

throughout nearly all of our history has been the steady rise in money wage 



[Ch. 16] Inflation • 351 

rates. Indeed, it is primarily through rising money wages that the fruits of 

our phenomenal economic progress have been so widely shared among all 

classes in our society. But, while rising wages may be a constructive element 

in the process of economic growth, wage rates can, under some circum¬ 

stances, rise so rapidly as to imperil the stability of prices. 

How rapidly money wages can rise without putting upward pressure on 

prices depends primarily on what is happening to the productivity of labor. 

This can perhaps best be illustrated by means of a simple example. Suppose 

in a particular year, using the machines and techniques then available, the 

workers employed by a particular firm are able to turn out 10 units of that 

firm’s product per hour. If these workers are paid a money wage of $2 per 

hour, the labor cost per unit of output for that firm is $0.20 ($2 divided by 

10 units). Now suppose that in the following year, as a result of the 

installation of more and better capital equipment, more skilled manage¬ 

ment, and possibly better training or more effort on the part of the workers, 

hourly output per worker rises by 10 percent, to 11 units per hour. Under 

these conditions, if the money wage rate also rises by 10 percent to $2.20 per 

hour, labor cost per unit of output will continue to be $0.20 per unit ($2.20 

divided by 11 units ). Thus, while wage rates have risen, labor costs per unit 

of the product remain the same as they were in the first year. 

Thus, a rise in money wages that merely parallels a rise in the productiv¬ 

ity of labor does not raise the labor cost of producing output. On the other 

hand, if money wages rise more rapidly than productivity, labor costs are 

pushed up. Suppose, in the above example, instead of merely rising by 10 

percent between the first and the second year, the money wage rate had risen 

from $2 to $2.40, an increase of 20 percent. In this case, the labor cost per 

unit of output would have been $0,218 ($2.40 divided by 11 units) in the 

second year, a rise of 9 percent over the $0.20 unit cost that prevailed in the 

first year.9 

The above analysis can be extended, at least in a crude way, to the 

economy as a whole. If the economywide average increase in money wage 

rates exceeds the average increase in output per worker, there will be a 

general increase in labor costs per unit of output. And, as will be explained 

more fully below, such a rise in labor costs will be likely to exert upward 

pressure on the general price level of goods and services. 

The Relation between Money Wages and Unemployment 

Since the rate of increase in money wages relative to the increase in labor 

productivity has an important effect on unit labor costs and therefore on 

9 It should be noted that so-called "fringe benefits” should be included, along with 
actual money wage payments, in the calculation of unit labor costs. Fringe benefits include 
such things as vacation pay, payments by the employer into pension and retirement funds, 
employer contributions to social security programs, and so on. Fringe benefits have become 
an increasingly important element in iabor costs in recent years. 
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prices, the forces affecting money wages are of crucial importance in the 

analysis of inflation. There is considerable evidence that the rate of increase 

in money wages for the economy as a whole increases as the rate of 

unemployment declines. This relationship, of the type depicted by curve AB 
in Figure 16-1, has come to be known as a "Phillips curve,” because it was 

first discovered in a study of the British economy by A. W. Phillips.10 In the 

case depicted in Figure 16-1, wages rise at a rate of 3 percent per year when 

the unemployment rate is 6.5 percent (point P). If unemployment falls to 4 

FIGURE 16-1 

Phillips Curve 

U UNEMPLOYMENT RATE 
(PERCENT OF LABOR FORCE] 

percent, the rate of increase in wages is 5 percent per year (point Q); if 

unemployment declines further to 2.5 percent, wages rise at 8 percent per 

year (point R); and so on. Although the reasons for this inverse relation 

between the unemployment rate and the rate of increase in money wages 

have not been conclusively established, several explanations are possible.11 

The Role of Collective Bargaining. It seems very likely that one of 

the factors underlying the Phillips curve relationship is the collective bar- 

10 A. W. Phillips, "The Relation between Unemployment and the Rate of Change of 
Money Wage Rates in the United Kingdom, 1861-1957,” Economica, New Series, Vol. 
XXV, 1958, pp. 283-99. 

11 For a valuable discussion of the Phillips curve as applied to the U.S. economy, see 
P. A. Samuelson and R. M. Solow, "Analytical Aspects of Anti-Inflation Policy,” American 
Economic Review, Vol. L, May I960, pp. 177-94, reprinted in W. L. Smith, and R. L. 
Teigen (eds.), Readings in Money, National Income, and Stabilization Policy (2d. ed.; 
Homewood, Ill.; Richard D. Irwin, Inc., 1970). 
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gaining process. When unemployment is low and markets for labor 

throughout the economy are relatively tight, labor unions are quite aggres¬ 

sive in pressing for large increases in money wages. On the other hand, 

'when unions find heavy unemployment among their membership, they are 

generally somewhat less vigorous in seeking wage increases. Moreover, at 

times when unemployment is relatively low, markets for goods of various 

kinds will ordinarily be strong. Under these circumstances, business firms 

will be reluctant to accept strikes which will require them to curtail produc¬ 

tion at a time when business is highly profitable. Accordingly, employers 

will be less vigorous in resisting labor demands for wage increases under 

such conditions than they will when markets for their products are relatively 

weak. Thus, the relative bargaining strength of labor and management 

seems to vary substantially as the rate of unemployment and the general 

level of business activity changes. Such shifts in the balance of power in 

collective bargaining negotiations would produce an inverse relation be¬ 

tween the rate of change in money wages and the rate of unemployment, as 

depicted by the Phillips curve. 

Structural Imbalances. Another factor that may help explain the exist¬ 

ence of a Phillips curve relationship is the occurrence of imbalances between 

supply and demand in particular labor markets. As the demand for labor 

expands under the impetus of a rise in aggregate demand, the occupational 

and skill requirements and the geographic location of the additional labor 

demanded may not match these characteristics of the unemployed portion of 

the labor force. As a result, the increasingly frequent appearance of labor 

shortages may cause the rate of increase in money wages to accelerate as the 

overall unemployment rate declines. If markets were thoroughly competi¬ 

tive, wages would tend to fall in other occupations and geographic areas in 

which there was excess labor, and the general level of labor costs would not 

rise unless excessive aggregate demand was pulling up both product prices 

and wage rates. Thus, if shortages of labor in particular markets cause the 

general level of labor costs to rise in a period of substantial unemployment, 

it must be due to market power or market imperfections which prevent 

wages from falling in markets where there is an excess supply of labor. 

Generalized Excess Demand for Labor. The factors mentioned above 

have not satisfied some observers as an explanation of the inverse relation 

between the unemployment and the rate of change in money wages. In 

particular, the explanation based on changes in the relative bargaining 

power of unions and employers does not seem entirely convincing, because 

only a relatively small fraction of the U.S. labor force is unionized. Of 

course, wage increases obtained by unions have an effect on wages in 

nonunionized sectors of the economy, because of the existence of competi¬ 

tion for labor and because nonunion employers may often increase the 

wages of their workers in line with those of unionized workers in order to 

ward off threats of unionization. However, in periods when wages rise 

sharply, the wages of nonunion workers often rise earlier and more rapidly 
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(at least in the early stages) than those of union workers. This pattern is 

obviously hard to reconcile with the bargaining power theory. 

An alternative explantion of the inverse relation between the rate of 

change of money wages and the unemployment rate has been advanced by * 

Richard G. Lipsey.12 For simplicity, let us assume that there is only one 

homogeneous type of labor and that all workers receive the same wage. The 

demand for and supply of labor might be as depicted in Panel A of Figure 

16-2. In this case, the equilibrium wage rate is OA, since at this wage rate 

demand and supply are equal. Thus, if the wage rate is OA and employment 

is OF, the wage rate will remain unchanged (unless there is a change in 

demand or supply conditions). Let us, however, consider situations in which 

the wage rate is below equilibrium. For example, if the wage is OB, the 

supply for labor is OE and the demand is OG. Thus, there is excess demand 

of EG, and this excess demand will exert upward pressure on the wage, 

pushing it toward equilibrium. 

Now let us suppose the percentage rate at which wages rise varies directly 

with the excess demand for labor. That is, if the wage is OC with excess 

demand DH, the wage will rise faster than will be the case when the wage is 

OB with excess demand EG, since DH is greater than EG. Such a relation¬ 

ship may be expressed by the following equation 

AW D- S 
w a S (8) 

where A W/ W is the percentage rate of change of wages. D is the demand 

for labor, S is the supply of labor, and a is a constant factor of proportional¬ 

ity. That is, the rate of increase in wages is simply proportional to the excess 

demand for labor expressed as a proportion of the labor supply. 

Merely because the labor market is in equilibrium at wage rate OA, it 

does not follow that no one is unemployed. If N is the number of workers 

employed, V is the number of vacant jobs that employers would like to fill 

(which we shall simply call "vacancies"), and U is the number of unem¬ 

ployed workers seeking jobs, we have 

D = N+ V 
S= N+ U 

That is, the demand for labor is equal to employment plus vacancies, and 

the supply of labor is equal to employment plus unemployment. Vacancies 

and unemployment can exist side by side because some workers will want to 

12 R. G. Lipsey, "The Relation between Unemployment and the Rate of Change of 
Money Wage Rates: A Further Analysis,” Economica, New Series, Vol. XXVII, February 
I960, pp. 1—31, reprinted in R. A. Gordon and L. R. Klein (eds.), Readings in Business 
Cycles (Homewood, Ill.: Richard D. Irwin, Inc., 1965), pp. 456-87. 
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FIGURE 16-2 

Relations between Excess Demand for Labor, 
Unemployment, and Wage Changes 

change jobs and it takes a finite amount of time to find a new job. When the 

wage is equal to OA in Panel A of Figure 16—2, we have 

D = S 
v=u 

That is, when the demand for labor equals the supply, the number of job 

vacancies will be equal to the number of workers unemployed. 
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In general, the amount of excess demand can be expressed as 

Excess demand = D — S = N V — (N + JJ) = V — U 

When the wage is below the equilibrium level (OA in Panel A of Figure 

16-2), excess demand is positive, and vacancies exceed unemployment. 

Conversely, when the wage is above equilibrium, excess demand is negative 

—that is, supply exceeds demand—and unemployment exceeds vacancies. 

This is the situation, for example, when the wage is 01 in Panel A of Figure 

16-2: in this case, excess demand is negative to the extent of JK. 

From the above explanation, it is apparent that the greater the amount of 

excess demand, the easier it will be to find jobs and the shorter will be the 

amount of time taken in moving between jobs. Consequently, the greater is 

excess demand, the smaller will be the amount of unemployment. Panel B of 

Figure 16-2 shows the kind of relation that would exist between excess 

demand and the unemployment rate (which is defined as the ratio of 

unemployment to the supply of labor, U/S). When excess demand equals 

zero (which corresponds to the equilibrium point, P, in Panel A), the 

unemployment rate is OQ. As excess demand becomes negative in Panel B 

(corresponding to values of the wage above equilibrium in Panel A), the 

unemployment rate rises along the line segment QR. On the other hand, as 

excess demand rises above zero, the unemployment rate declines along the 

path QS. Since unemployment cannot become negative, the segment QS is 

drawn as a curving line which comes closer to the vertical axis as excess 

demand l(D— S)/S] becomes larger but never reaches the axis. The 

relation between excess demand and the unemployment rate which is de¬ 

picted by the curve SQR in Panel B can be expressed as an equation 

Substituting from Equation 9 into Equation 8, we obtain 

The relation in Equation 10 is depicted graphically in Panel C of Figure 

16-2. Since the right-hand side of Equation 10 is simply the right-hand side 

of Equation 9 multiplied by a constant, a, the curves SQR in Panel B and 

XTW in Panel C will be similar in shape. At point T in Panel C, excess 

demand will be equal to zero (corresponding to point P in Panel A). As we 

move to the left from point T, excess demand becomes increasingly greater 

(according to the relation in Equation 9), and wages rise more rapidly 

(according to the relation in Equation 8). It is apparent that the curve 

XTW in Panel C represents a relationship of the Phillips curve type. 

A commonsense explanation of the Lipsey theory of the Phillips curve 
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can be given as follows: if those responsible for economic policy want to 

achieve an unemployment rate less than OT in Panel C of Figure 16-2, they 

must create a positive excess demand for labor, and this will cause wages to 

rise. For example, if they want to achieve unemployment rate OL, they must 

create excess demand equal to ON in Panel B, and this will cause wages to 

rise at a rate equal to OM in Panel C. Moreover, if they want to hold the 

unemployment rate at that level, they cannot permit the excess demand to 

be eliminated, but rather must continue to stimulate the demand for labor 

by fiscal and monetary policies sufficiently to keep the excess demand gap 

open. If they do this, wages will continue to increase at the rate that is 

associated with that gap. 

There is, of course, no reason why one must choose among the three 

explanations of the inverse relation between the unemployment rate and the 

rate of change of wages discussed above. All three causes may be operating 

at the same time—that is, as unemployment declines wages may rise more 

rapidly, partly because of a shift in the balance of power in collective 

bargaining, partly because of increasing structural imbalances affecting par¬ 

ticular labor markets, and partly because lower unemployment is associated 

with a generalized increase in excess demand for labor. 

The Wage-Price Spiral 

A persistent tendency for labor costs to rise because money wages increase 

more rapidly than the productivity of labor will in due course cause busi¬ 

nessmen to pass along the cost increases to their customers through increases 

in product prices. Such increases may come about through the impersonal 

working of demand and supply if product markets are quite competitive. In 

the case of firms selling their products in semimonopolistic markets, the 

increases may be the result of either (a) carefully calculated marginal 

adjustments of prices to changing costs for the conscious purpose of maxi¬ 

mizing profits, or (b) the use of some such rule of thumb as the application 

of a more or less stable percentage markup to unit labor and material costs. 

But, whatever the process by which the adjustments are made, a persistent 

tendency for wage increases on an economywide basis to exceed increases in 

the productivity of labor is bound to lead to a continuing rise in the price 

level even though there is substantial unemployment. 

Although some sectors of the economy may not be directly affected 

because wage increases iri these sectors do not exceed productivity increases, 

even these sectors are likely to become indirectly involved in the wage-price 

spiral. This is because products produced in sectors in which prices are being 

forced up, due to wage increases which exceed productivity increases, will, in 

many cases, enter as inputs into the production process in other sectors. As a 

result, material costs in these other sectors will rise, and this in due course 

will tend to force up final product prices. Thus, inflation resulting from 
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excessive wage increases in a few key sectors of the economy may spread 

rapidly to produce the phenomenon of general price inflation. 

Inflation of the type just described may be still further aggravated to the 

extent that there is a tendency for wages to be adjusted upward to compen¬ 

sate for increases in the cost of living. Such adjustments may come about 

either through the operation of so-called escalator clauses in union contracts, 

which may call for an upward adjustment of money wage rates each time 

the cost of living index rises by some specified number of percentage 

points;13 or, even in the absence of such escalator clauses, prior increases in 

the cost of living may be used as a basis for negotiating larger wage 

increases at the time regular contract settlements take place. 

Empirical Evidence on the Phillips Curve 

Much empirical work has been done in recent years on the determinants 

of the level of and changes in money wages in the United States.14 Most of 

the studies show a clear inverse relation between the rate of change of 

money wages and the rate of unemployment, although there is still some 

uncertainty about the exact form of the relationship. It will suffice for our 

purposes and give the student the general flavor of the empirical work to 

review the results of one of the major studies, that of George L. Perry.15 

After experimenting with a variety of formulations Perry settled on the 

following equation, fitted by regression techniques to quarterly data for the 

period from the fourth quarter of 1947 to the third quarter of I960:16 

w = -4.313 + 14.711 + 036lp + 0.424P (11) 

13 The contracts between the United Automobile Workers and the major automobile 
manufacturers have contained escalator clauses since 1948. The clauses call for periodic 
adjustments in wage rates keyed to changes in the Consumer Price Index. Since their 
adoption in the automobile industry, escalator clauses have been included in many other 
collective bargaining contracts, and several million workers are covered by them. 

: ■ 

1' 

14 There is an extensive literature on the relation between money wages and unemploy¬ 
ment, much of which includes empirical work. Especially worthy of mention are Otto 
Eckstein and Thomas Wilson, '‘The Determinants of Money Wages in American Industry," 
Quarterly Journal of Economics, Vol. LXX, August 1962, pp. 379-414; W. G. Bowen and 
R. A. Berry, “Unemployment Conditions and Movements of the Money Wage Level,” 
Review of Economics and Statistics, Vol. LXV, May 1963, pp. 163-72; Edwin Kuh, “A 
Productivity Theory of Wage Levels—an Alternative to the Phillips Curve,” Review of 
Economic Studies, Vol. XXXIV, October 1967; and E. S. Phelps, “Money-Wage Dynamics 
and Labor-Market Equilibrium,” Journal of Political Economy, Vol. LXXVI, July/August 
1968, Part II, pp. 678-711. 

15 G. L. Perry, Unemployment, Money Wage Rates, and Inflation (Cambridge: Massa¬ 
chusetts Institute of Technology Press, 1966). r 

16 Perry’s original equation (ibid., p. 50, Equation 3.8) also includes a term for the 
quarterly change in profits. Since we are interested only in the equilibrium relationship, 
however, we have dropped this term. 
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Here w is the percentage rate of change per year in hourly wages in 

manufacturing; U, the unemployment rate (percent); p, the percentage rate 

of change per year in the Consumer Price Index (CPI); and P is the profit 

rate in manufacturing (percent; profits after taxes divided by stockholders’ 

equity). That is, money wages in manufacturing rise more rapidly (a) the 

lower is the unemployment rate, (b) the faster the CPI is rising, and (c) 

the higher is the profit rate. 

In order to isolate the relation between wage changes and unemployment, 

let us suppose that changes in the CPI are determined by changes in money 

wages and changes in productivity (output per man-hour); that is 

p = tv - q (12) 

where q is the rate of increase in output per man hour. For example, if 

output per man-hour rises by 3 percent per year while money wage rates rise 

by 4 percent per year, labor cost per unit of output rises by 1 percent per 

year; Equation 12 assumes that prices would be raised in proportion to the 

increase in unit labor cost, or by 1 percent per year. Substituting Equation 12 

into Equation 11 we have 

iv = -4.313 + 14.711 i + 0.361 (tv - q) + 0.424P (13) 

Solving explicitly for w (which appears on both sides of Equation 13), we 

obtain1' 

w = -6.814 + 23.240 ^ - 0.580# -f 0.670P (14) 

This equation shows that a high rate of productivity increase helps to hold 

down the rate of increase in wages, because it reduces the effect of any given 

rate of wage increase on unit labor cost, thereby lessening the unfavorable 

"feedback” effect of increases in the CPI on wages. 

To get an idea of the implications of Equation 14 for the shape and 

position of the Phillips curve, let us make the following assumptions: (a) 

productivity increases at a rate of 3 percent per year (q — 3 ), which is close 

to the long-run trend rate of increase experienced in the United States; (b) 

the aftertax profit rate in manufacturing is 12 percent (P — 12), which is 

a reasonable assumption for a period of prosperity. Substituting q = 3 and 

P = 12 in Equation 14 and simplifying,, we obtain 

w = -0.514+ 23.24 i 

17 Ibid., p. 61, Equation 3-14. 
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Based on this equation, Table 16-2 gives the rates of increase in wages (u>) 

for selected values of the unemployment rate (U). If these values are 

plotted graphically, they yield a Phillips curve very similar to AB in Figure 

16-1. Note that in Table 16-2, 6.61 percent is the unemployment rate at 

which money wages rise at the same rate (3 percent) as productivity. An 

increase in the profit rate (P) will shift the Phillips curve upward to the 

right, while an increase in the rate of productivity growth (q) will shift it 

downward to the left 

One variable not mentioned earlier appears in Perry’s equation: the profit 

rate. This is reasonable; an increase in the profit rate means that business can 

"afford” to increase wages, and it also provides an argument that unions can 

TABLE 16-2 

Relation between the Unemployment Rate and the 
Rate of Change of Money Wages* 

w 
U Kate of Change 

Unemployment Kate of Money Wages 

{Percent') {Percent) 

2.00.11.1 
3.00. 7.2 
4.00. 5-3 
5.00. 4.1 
6.00. 3.4 
6.61. 3.0 
7.00. 2.8 

10.00...... 1.8 

* Calculated from the equation w = —0.514 + 23.240 T 

use in support of their demands. The profit rate bears at least a loose 

connection with the unemployment rate; that is, when unemployment is 

low, business will be good and the profit rate is likely to be relatively high. 

Actually, this relation between the profit rate and the unemployment rate 

should be taken into account in calculating the probable equilibrium rela¬ 

tionship between the unemployment rate and the rate of change of wages. 

For example, in Table 16-2, a 4 percent unemployment rate is associated 

with a 5.3 percent per year increase in wages. If the assumed 12 percent 

profit rate is associated with a 4 percent unemployment rate, a lower profit 

rate—say, 11 percent—would presumably be associated with a 6 percent 

unemployment rate. Assuming, as before, that q = 3 percent, but changing 

P from 12 percent to 11 percent, Equation 14 yields a rate of increase in 

wages of 2.7 percent for an unemployment rate of 6 percent rather than the 

increase of 3.4 percent shown in Table 16-2. Thus, it can be seen that if an 

appropriate adjustment could be made for the relation between the unem¬ 

ployment rate and the profit rate, the Phillips curve would become some- 
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what steeper than it is in the absence of such an adjustment. However, while 

there is undoubtedly a loose relation between the unemployment rate and 

the profit rate, it is scarcely dependable enough to permit a systematic 

ad justment to be made. 

The equation p~w — q (Equation 12, which is used to derive Equation 

14 from Equation 11) is no more than a very crude approximation. The 

CPI includes food prices and the prices of many consumer services and is 

therefore affected by many forces other than the behavior of wages and 

productivity in manufacturing industries. 

The Perry study is useful in giving a general idea in quantitative terms of 

the relation between the unemployment rate and the rate of change of 

money wages. The student is cautioned, however, not to take the equation 

too seriously. The study covers only the manufacturing sector of the econ¬ 

omy, and it is necessary to employ some crude approximations, referred to 

above, to derive a Phillips curve from it. Moreover, while the "fit” of 

Equation 11 is very good as time-series regression equations go, there is 

nevertheless a significant amount of variation in the rate of change of money 

wages that is left unexplained. 

Controversial Issues Relating to the Phillips Curve 

While the idea of a Phillips curve showing the relation between the 

unemployment rate and the rate of change of wages is fairly generally 

accepted by economists, there is some uncertainty about the stability of the 

relationship over time. Some economists believe the rate of change of wages 

(and prices) associated with a given rate of unemployment depends on the 

time path followed by the economy in reaching that rate of unemployment. 

One view is that a rapid reduction in unemployment caused by a very sharp 

increase in aggregate demand will generate bottlenecks in labor (and 

product) markets, because supply adjustments take time to carry out and 

supply is therefore often very inelastic in the short run. Thus, when unem¬ 

ployment falls rapidly, there may be a greater increase in wages (and 

prices) than would have occurred if the same decline in unemployment had 

occurred more gradually.18 A similar but slightly different idea is that a 

given average unemployment rate will be associated with a higher average 

rate of increase of wages (and prices) over a period of several years if the 

economy moves up and down in a series of “fits and starts”—as was the case, 

for example, in 1965-69—than if it grows steadily without significant 

fluctuations.19 

18 For a development of this view as applied to the period 1965-68, see W. L. Smith, 
"High Employment Level without Price Inflation,” Commercial and financial Chronicle, 
October 31, 1968, pp. 20-21. 

19 This view is developed in S. H. Hymans, "The Trade-Off Between Unemployment 
and Inflation: Theory and Measurement,” Smith and Teigen, op. cit. 

! 

i 
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Recently, some economists have contended that the conventional Phillips 

curve of the type depicted in Figure 16—1 is merely a transitory short-run 

relationship.20 In their view, both the demand for labor by employers and 

the supply of labor forthcoming from workers depend basically on the real 

wage, that is, the money wage deflated for price changes. There is a so-called 

"natural rate of unemployment” that is consistent with stable prices or with 

prices rising or falling at a constant rate. This natural rate of unemployment 

is the rate corresponding to that real wage at which the demand for and 

supply of labor are equated. It is possible temporarily to reduce unemploy¬ 

ment below the natural rate by expanding aggregate demand. By causing 

prices to rise, this lowers the real wage, inducing employers to expand 

production and employment. At first workers do not realize that the increase 

in prices has reduced their real wage. Once they do realize it, however, they 

demand and obtain higher money wages, and the reduction in real wages 

below the equilibrium level can only be maintained by a further rise in 

prices. As prices and wages continue to rise at a steady rate, workers 

eventually come to anticipate the price increases and to take these anticipa¬ 

tions into account in making their wage demands. Thus, in the course of 

time real wages and employment fall back to their equilibrium levels, 

unemployment is restored to its natural rate, and all that is happening is that 

prices and wages are rising together with real wages remaining constant (or 

rising as fast as productivity is increasing). The only way to keep unemploy¬ 

ment below its natural rate over a long period of time is to repeat the above 

process over and over—that is, to accept an accelerating rise in prices (for 

example, 2 percent per year at first, then 3 percent, 4 percent, and so on)'. 

According to this view of the inflation process, the long-run Phillips 

curve is simply a vertical line drawn at the natural rate of unemployment, as 

depicted in Figure 16—3. The natural rate may vary from country to country 

and from time to time in the same country, depending upon the degree of 

labor mobility, the extent of unionization, and other factors. It may be 

reduced—i.e., shifted to the left in a diagram such as Figure 16—3—by 

measures which improve the functioning of labor markets. 

This view of the long-run relationship between inflation and unemploy¬ 

ment is based almost entirely on deductive reasoning from certain assump¬ 

tions about the behavior of employers and workers. Theories that are 

supposed to hold true only in the long run are exceedingly difficult to 

subject to any kind of empirical tests, because underlying conditions are 

unlikely to remain constant long enough to permit the long-run relation¬ 

ships to manifest themselves. And, in the case of this particular hypothesis, 

there are a number of reasons for believing that the time period required for 

it to become operative may be very long indeed. There are almost certain to 

be fluctuations in the strength of private demand, and fiscal and monetary 

20 See Phelps, op. cit.; and Milton Friedman, "The Role of Monetary Policy,” American 
Economic Review, Vol. LVIII, March 1968, pp. 1—17, reprinted in Smith and Teigen, 
op. cit. 
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policies are very unlikely to be able to offset the effects of these fluctuations 

with complete efficiency. Consequently, both the unemployment rate and the 

rate of change of wages and prices are virtually sure to be subject to 

variation. Moreover, even if, by some miracle, the Consumer Price Index 

should rise at a perfectly steady rate 'for several years, this behavior could 

only be the result of offsetting changes in the constituent prices that make 

up the index. Since individual prices are affected by shifts in demand and 

FIGURE 16-3 

Hypothetical Long-Run Phillips Curve 
When Inflation Is Fully Anticipated 
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supply in particular markets, some prices would rise more rapidly than the 

average while others were rising less rapidly or even falling. Because of 

differing tastes, the relative importance of various goods and services in 

consumer market baskets varies from one consumer to another. Thus, even 

with the CPI rising at a steady rate, the price levels relevant to particular 

consumers would be changing in a variety of different, and probably quite 

erratic, ways. Under such conditions, a policy that was mildly inflationary on 

the average might continue for a number of years before it became trans¬ 

lated into a meaningful consensus of inflationary expectations and thereby 

lost its power to hold down the rate of unemployment. 

Further Aspects of Market-Power Inflation 

In the above discussion, the basic cause of inflation is indicated to be a 

tendency for money wage increases to exceed increases in labor productivity. 
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This causes unit labor costs to rise, and the rise in costs is passed through 
into prices. This process is enough to produce a continuous rise in the price 
level as long as wage increases continue to exceed productivity increases. 
The inflationary process is further accentuated if the rise in the price level 
feeds back to cause still further increases in money wage rates through 
escalator clauses or other aspects of the collective bargaining process. 

Inflation of the market-power variety can be caused by factors other than 
a tendency for money wage rates to rise more rapidly than labor productiv¬ 
ity.21 Indeed, at least three other possible causes can be distinguished. 

1. Market-power inflation can be set off, even in a situation in which 
money wage increases merely match increases in productivity, if business¬ 
men attempt to increase their profits by raising their profit margins, that is, 
by raising their sales prices relative to unit costs at given levels of output. 
This may happen in sectors which are characterized by so-called "adminis¬ 
tered prices.” These are industries in which some quasi-monopoly power 
exists, which gives the businessman some control over the price charged for 
his product. If the increase in profit margin is a once-for-all increase, it can 
set off an inflationary spiral, provided wages are adjusted upward to compen¬ 
sate for increases in the cost of living. However, in the absence of a basic 
tendency for wages to rise more rapidly than the productivity of labor, an 
inflationary spiral set off by a once-for-all increase in profit margins will die 
out gradually as wages and prices are brought into a new equilibrium 
relationship. Only a continuing effort to produce successive increases in the 
profit margin is likely to lead to an unending inflationary spiral. For this 
reason, autonomous increases in profit margins do not seem to be a very 
likely cause of a continuing fundamental problem of inflation. 

2. An autonomous increase in raw material prices could also set off an 
inflationary spiral. Again, however, merely a once-for-all increase in raw 
material prices would be unlikely to cause an unending upward spiral in the 
price level. Only a continuing tendency for raw material prices to rise more 
rapidly than the prices of finished goods would be likely to produce this 
result. A rise in material prices could come about either through the 
appearance of bottlenecks in the production of domestically produced raw 
materials or from a rise in prices in foreign countries which caused imported 
raw material prices to rise. 

3. More generally, a species of market-power inflation could be brought 
about during a period of economic expansion, even while labor and plant 
capacity were unemployed in many sectors of the economy, if the expansion 
of demand was especially rapid in some sectors so that bottlenecks began to 
appear early in the expansion process. Price increases in sectors where such 
bottlenecks occurred might be passed through to other sectors where the 

21 Inflation caused by excessive increases in money wages at a time of substantial un¬ 
employment is often called "cost-push” inflation or "wage-push” inflation. However, the 
present writer prefers the more general term, "market-power” inflation. 
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products of the bottleneck sectors entered as inputs, thus driving up costs 

and prices in these other sectors. If the sectors in which excess capacity 

existed were fully competitive, prices would fall in these sectors, thereby 

keeping the general level of prices from rising significantly. But the existence 

of market power may enable producers in these sectors to avoid reducing 

their prices. Another related species of inflation is so-called "demand-shift” 

inflation. Such inflation could occur even though there was no change at all 

in aggregate demand and total output and even though the economy was 

operating substantially short of full employment, provided there was a shift 

in demand—that is, a decline in demand in some sectors accompanied by an 

increase in demand in other sectors. Since the existence of market power 

makes prices more rigid in a downward than in an upward direction, prices 

probably would tend to decline little in the sectors where demand dropped 

but might increase fairly sharply in sectors in which demand increased. The 

price increases in sectors experiencing increased demand might then spread 

through the whole economy as products produced in those sectors entered as 

inputs in other industries.22 However, while general bottleneck or "demand- 

shift” inflation might cause troublesome temporary problems, it seems un¬ 

likely that inflation originating from such causes would continue indefi¬ 

nitely. 

Thus, while temporary inflationary tendencies can undoubtedly arise from 

the three factors referred to above, the basic source of market-power infla¬ 

tion appears to be the tendency for money wage increases to outrun increases 

in productivity. 

Market-Power Inflation and Aggregate Demand 

In the above discussion of market-power inflation, little has been said 

about the behavior of aggregate demand. However, continuing market- 

power inflation does require that total demand expand at a sufficient pace to 

absorb the output produced at continually higher prices. There is ample 

evidence that inflation resulting from a tendency for money wage increases 

to outrun increases in productivity can be brought to a halt by a sufficient 

contraction of aggregate demand. Restrictive monetary and fiscal policies 

will slow the pace of wage increases by reducing excess demand in labor 

markets and by shifting the balance of collective bargaining against unions 

and in favor of employers. 

As will become apparent from the analysis presented in Chapter 17, in a 

growing economy it may not be necessary to have an actual decline in 

aggregate demand in order to restrain inflationary pressures. With a steadily 

growing labor force and rising productivity, the real GNP that can be 

22 The concept of demand-shift inflation is developed and used to explain price move¬ 
ments in 1955-57 in C. L. Schultze, Recent Inflation in the United States, Study Paper 
No. 1, Study of Employment, Growth, and Price Levels, Joint Economic Committee, 1959- 
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produced at a given unemployment rate increases from quarter to quarter. 

Thus, restrictive monetary and fiscal policies which merely cause the growth 

of real aggregate demand to slow down—without producing an actual 

decline—may bring about a rise in unemployment, weakening the upward 

pressures on wages and prices. 

It may be noted that even in the absence of any positive action on the 

part of government to restrict aggregate demand, there are forces that work 

automatically to produce such restriction. One of these is a progressive tax 

system which absorbs an increasingly large share of the additions to money 

incomes as such incomes rise, thereby slowing down the rise in disposable 

incomes and imposing a check on private spending. A second is the increase 

in the transactions demand for money which occurs at any given level of 

income as prices and wages rise. This increase in the transactions demand for 

money draws a portion of the money supply out of the asset sphere and 

thereby tends to raise rates of interest. The rise in interest rates, in turn, 

tends to reduce investment spending and thereby impose a check on aggre¬ 

gate demand. This monetary effect will be more important and powerful in 

bringing the inflation to a halt (a) the greater is the income elasticity of 

transactions demand for money, (b) the smaller is the interest elasticity of 

the demand for money, and (c) the greater is the interest elasticity of 

investment demand. If they are permitted to operate, these automatic restric¬ 

tions on aggregate demand must eventually bring market-power inflation 

to a halt, but a considerable rise in the price level may have to occur 

before they produce this result. The government can, of course, reinforce 

these automatic tendencies by adopting positively restrictive fiscal and mone¬ 

tary policies—which would involve such measures as reductions in govern¬ 

ment expenditures, increases in tax rates, and actions by the Federal Reserve 

to curtail the supply of money and credit. 

While it is possible to put a stop to market-power inflation by a suffi¬ 

ciently vigorous restriction of aggregate demand through fiscal and mone¬ 

tary policy, such an objective can be accomplished only at the cost of a 

reduction in total output—or at least a slowdown in its growth—and an 

increase in unemployment. The relationship between inflation and unem¬ 

ployment can be depicted by an adaptation of the Phillips curve. The 

modified Phillips curve, line CD in Figure 16-4, shows the relation between 

the unemployment rate and the rate of change of prices, whereas the 

original Phillips curve (Figure 16-1) shows the relation between the 

unemployment rate and the rate of change of wages. Since the rate of 

change of wages can ordinarily be expected to exceed the rate of change of 

prices by approximately the amount of the increase in labor productivity, 

curve CD in Figure 16-4 is lower in relation to the vertical scale than curve 

AB in Figure 16-1 by 3 percent, which approximates the long-run average 

rate of increase in productivity in the American economy. 
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FIGURE 16-4 

Modified Phillips Curve 

A modified Phillips curve can easily be derived for the Perry study which 

was discussed earlier. Subtracting q from both sides of equation 14, we have 

w- q = -6.814 + 23.240 i - 1.580$ + 0.670P (15) 

Since, by Equation 12, p = tv — q, we can substitute p in Equation 15 and 

write23 

p = 6.814 + 23.240 i - 1.580$ + 0.670P (16) 

Assuming, as we did earlier, that q — 3 and P = 12, Equation 16 reduces to 

p = —3-514 + 23.240 ~ 

Based on this equation, the value of p associated with each value of U will be 

exactly three percentage points less than the corresponding value of tv 

23 Perry, op. tit., p. 61, Equation 3.15. , 
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shown in Table 16-2. If the resulting values of p are plotted against values 

of U, they yield a modified Phillips curve very similar to CD in Figure 16-4. 

According to curve CD in Figure 16-4, the general level of prices will be 

approximately stable when the unemployment rate is in the neighborhood 

of 6.5 percent (point P). In order to reduce unemployment to 4 percent of 

the labor force, it will be necessary to take measures to expand aggregate 

demand, and, by causing more liberal increases in money wage rates, this 

expansion of demand will lead to an increase in the general level of prices of 

about 2 percent per year (point Q). To reduce unemployment to 2.5 

percent of the labor force by means of still more vigorous expansionary 

policies, it will be necessary to accept an increase in the price level of about 

5 percent per year (point R). 
The modified Phillips curve is designed to show the terms on which, by 

the use of general fiscal and monetary tools to control aggregate demand, 

the nation can trade reductions in unemployment for increases in the rate of 

inflation. The relationship is not an exact one but varies to some extent 

depending upon the attendant circumstances; nevertheless, our experience of 

recent years suggests that a relationship generally of this kind prevails in the 

American economy. 

It is possible that by employing structural measures which will directly 

affect the functioning of labor markets—such as government intervention in 

the collective bargaining process in one form or another, measures to 

increase the mobility of labor, more vigorous enforcement of the antitrust 

laws to promote competition, and so on—the modified Phillips curve can be 

shifted to the left in such a way as to make a lower rate of unemployment 

compatible with price stability. For example, if the modified Phillips curve 

can be shifted by such measures from CD to C'D' in Figure 16-4, it will be 

possible to achieve an unemployment rate of about 4 percent under condi¬ 

tions of relative price stability (point S):24 

Market-Power versus Demand-Pull Inflation 

How can one recognize market-power inflation when it occurs and distin¬ 

guish it from the demand-pull variety? The answer is that this is a distinc¬ 

tion which is very difficult to make in practice. From mid-1946, when 

wartime price controls were repealed, to the end of 1969, the Wholesale 

Price Index rose by 90 percent. More than two thirds of this rise in prices is 

accounted for by two relatively brief flurries. The first extended from 

mid-1946 to the fall of 1948, when the index rose by nearly 50 percent, for 

24 The so-called "guideposts” for noninflationary wage and price behavior, first set 
forth in the Economic Report of the President, January 1962, pp. 185-90, were designed 
to influence the behavior of business and labor in such a way as to shift the modified 
Phillips curve to the left. For an evaluation of the guideposts, see John Sheehan, The 
Wage-Price Guideposts (Washington: Brookings Institution, 1967). 
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a rate of increase of more than 20 percent per year. The second occurred in 

the period from June 1950, to March 1951, when the index rose by 16 

percent, again representing a rate of increase of over 20 percent per year. 

Most observers would agree that these two episodes of rapid inflation were 

caused by excessive aggregate demand—that of 1946-48 resulting from 

heavy pent-up demand for goods and services inherited from World War II, 

and that of 1950-51 being associated with the outbreak of the Korean War 

in June 1950. However, it would be difficult to prove conclusively that even 

these inflationary episodes were examples of pure demand-pull inflation. 

Prices also rose enough to cause serious concern—although far less 

rapidly than in 1946-48 or 1950—51—during the period of so-called 

"creeping inflation” from the spring of 1955 to the spring of 1958, when 

the wholesale price index rose by nearly 9 percent, for a rate of increase of 

almost 3 percent per year; and as this is written (December 1969) prices 

have been rising since mid-1965 at a rate that has been a source of 

considerable concern.25 While some observers would characterize the in¬ 

creases in prices in 1955-58 and in the current period as examples of 

market-power inflation, others would dispute this and attribute these in¬ 

creases to excessive aggregate demand. 

Indeed, there are some economists who would deny the existence of 

market-power inflation as a distinguishable phenomenon, arguing that all 

inflation is necessarily a result of excessive aggregate demand. The basic 

argument of this school of thought is that even though there are cost 

pressures that at times tend to push up prices, the increase in prices cannot 

actually take place unless the inflationary tendencies are underwritten by a 

sufficient increase in aggregate demand to permit the output of goods and 

services to be purchased at the higher prices. While this argument is 

perfectly correct, the issue raised seems to be primarily semantic. It is both 

useful and, in principle at least, possible to distinguish between inflation 

caused- by an excess of aggregate demand and inflation caused by autono¬ 

mous upward adjustments of administered wages and prices which is then 

underwritten by an expansionary adaptation of aggregate demand. 

Part of the difficulty in distinguishing between demand-pull and market- 

power inflation is that both types are associated with very similar observable 

25 The increases in the price level in the four inflationary periods, 1946-48, 1950-51, 
1955-58, and 1965-69, add up to more than the overall increase of 90 percent for the 
entire period from mid-1946 to the end of 1969. The reason for this is, of course, that 
prices have fallen during some other portions of the period. The behavior of the Consumer 
Price Index has been generally rather similar to that of the Wholesale Price Index. 
However, the Consumer Price Index has risen almost continuously (though at varying 
rates) due primarily to the fact that the prices of many services, which are included in 
the Consumer but not in the Wholesale Price Index, have been rising steadily in the 
last few years. As indicated in Chapter 4, many observers believe that the Consumer 
Price Index has an especially serious upward bias, which causes it to overstate the rise 
in prices, because it does not make adequate allowance for improvements in the quality 
of goods and services. 
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characteristics. For example, money wage increases are almost certain to 

exceed increases in labor productivity in periods of inflation, whatever the 

origin of the inflation. In demand-pull inflation, excess demand will in due 

course make its appearance in labor markets, thereby pulling up money 

wages more rapidly than productivity rises. In market-power inflation, the 

initial impetus is very likely to come from upward adjustments in adminis¬ 

tered wages that exceed increases in productivity. It is true that the timing 

may be different: price increases may precede wage increases in demand-pull 

inflation, while the time pattern may be the other way around in the case of 

market-power inflation. However, these time patterns of adjustment of 

wages and prices are extremely difficult to trace through in practice; more¬ 

over, under certain patterns of business price determination, wage increases 

may precede price increases even in periods of demand-pull inflation. 

One possibility that looks promising at first glance is to say that if 

inflation occurs at a time when the economy is operating below full employ¬ 

ment, the inflation must be of the market-power variety. This method of 

making a distinction is certainly useful in extreme cases. If prices rise 

significantly when unemployment is 8 or 10 percent of the labor force, the 

causes of the inflation must almost certainly lie primarily in the exercise of 

market power. On the other hand, inflation that occurs when the unemploy¬ 

ment rate is only 1 or 2 percent of the labor force (as in wartime) may be 

presumed to be primarily caused by excessive aggregate demand. Under 

more normal circumstances, however, this method of distinguishing the 

origins of inflation is not likely to be particularly useful. The difficulty lies in 

the fact that the concept of "full employment” is inherently fuzzy and to 

some extent arbitrary. A certain amount of "frictional” unemployment is 

normally associated with the process of economic change in a free economy 

—shifts in the pattern of demand for goods and services, changes in work 

preferences, movements of people from one part of the country to another, 

and so oh. However, such frictional unemployment cannot be sharply 

distinguished from other kinds of unemployment, such as that due to a basic 

inadequacy of total demand. In conceptualizing "full employment,” allow¬ 

ance must be made for frictional unemployment. Since the amount of 

frictional unemployment unquestionably varies with changing economic 

conditions, in ways that are hard to measure and define, the concept of full 

employment is practically impossible of precise analytical definition. And 

since, in the traditional view, demand-pull inflation occurs when aggregate 

demand exceeds the output that the economy can produce when it is 

operating at full employment, the inherent difficulty in defining precisely 

what constitutes full employment makes it impossible to specify in concrete 

terms the conditions under which pure demand-pull inflation is present. 

Thus, under most conditions it is difficult to distinguish sharply between 

demand-pull and market-power inflation. Over the normal range within 

which economic activity fluctuates, prices tend to rise more rapidly as the 



[Ch. 16] Inflation • 371 

unemployment rate is reduced. These movements of prices are the result of a 

complex interaction of cost adjustments and demand adjustments, which are 

extremely difficult to disentangle and identify. The relationship—as depicted 

by the modified Phillips curve in Figure 16-4—means that ordinarily, in 

order to reduce unemployment by expanding aggregate demand, we have to 

pay some price in the form of additional inflationary tendencies. Given the 

nature of this relationship, we, as a nation, have to decide, partly on 

economic grounds and partly in light of our general ethical preconceptions, 

what combination of unemployment and inflation is most acceptable to us. 

At the same time, we may also wish to consider the feasibility and weigh the 

possible benefits and costs of undertaking structural reforms which might 

shift the modified Phillips curve to the left, thereby enabling us to achieve 

more favorable combinations of unemployment and price stability. 





PART IV 

Economic Growth 

INTRODUCTION 

In the last decade, economic growth has been the subject of 

a great deal of discussion, not only among economists but also among 

government officials and the general public. During much of this period, 

growth has been considerably more rapid in the Soviet Union, Western 

Europe, and Japan than in the United States and this has been a cause of 

much concern here. Although the emphasis on growth has, at times, been 

somewhat exaggerated, the increased recognition of its importance has 

undoubtedly been healthy. Those responsible for economic policy have 

become fully aware of the necessity for demand to grow steadily if continu¬ 

ing full employment is to be achieved. And there has been increased 

recognition of the possibility that the government may by its policy actions 

be able to influence the rate at which the economy will grow under full 

employment conditions. In this part, we will set the analysis developed in 

previous chapters—in which growth was almost entirely neglected—in the 

more realistic context of a growing economy. We will also attempt to sort 

out the factors that determine the rate of growth and to consider whether— 

and how—it may be possible for the government to affect this rate. 

Meaning and Measurement of Economic Growth 

In an economy like that of the United States, in which the basic social 

objective is the well-being of the country’s citizens, economic growth should 

be judged in terms of the progressive improvement of living standards. It is 

customary to use national income accounting concepts in measuring and 

evaluating growth. While these income concepts have some theoretical 

deficiencies as measures of growth, they are at least capable of fairly accurate 
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quantitative estimation and therefore make growth a subject capable of 

concrete investigation. 

Since consumption is the ultimate objective of economic activity in a 

nation with an individualistic orientation, personal consumption expendi¬ 

tures might seem to be an appropriate measure of economic performance 

and its rate of improvement. However, in an ongoing society, it is customary 

not to consume the entire current output of the economy but to set aside a 

portion of it by a process of saving and investment to make provision for the 

future. Consequently, consumption is too narrow a concept to use in measur¬ 

ing growth, since it does not include the entire output available but only 

that portion that the populace decides, individually and collectively, to use to 

satisfy immediate current needs. 

At the other extreme, the most comprehensive measure of economic 

performance in the national accounts is the GNP. The most serious defect 

of the GNP as an index of well-being is that no deduction for the consump¬ 

tion of existing capital is made in computing it. GNP is a measure of the 

total output of the economy, including that portion of output used to make 

good the depreciation of existing capital. Thus, we could not, even in 

principle, consume the entire GNP year by year without progressively 

depleting the stock of capital. 

In some respects, the best single concept to use in measuring eco¬ 

nomic performance and in studying economic growth would be the net 

national product (NNP). As was explained in an earlier chapter, the NNP 

is the GNP minus capital consumption allowances; the NNP is the total 

output of the economy, valued at market prices, after deduction for the 

consumption of existing capital.1 Thus, it is a measure of the value of 

product that could, in principle, be consumed year by year without depleting 

the capital stock. However, there are some difficulties in using NNP. 

Economic performance and its rate of improvement require a measure that 

can be deflated—that is, expressed in dollars of constant value—since any 

rise in output or income that reflects merely the effect of rising prices does 

not add to human well-being. As we have seen in an earlier chapter, 

estimates of GNP valued at constant prices are regularly compiled by the 

Department of Commerce and are readily available in published sources on 

a current basis. Deflated values of NNP are difficult to prepare and are not 

compiled by the Department of Commerce. The reason is that it is difficult, 

both conceptually and practically, to prepare price indexes that can be used 

to deflate capital consumption allowances, primarily because such allow¬ 

ances represent mainly depreciation of capital goods that were purchased in 

past years at prices that have varied from year to year.2 Deflated values for 

capital consumption allowances have been constructed for use in specialized 

1 See Chapter 2, p. 32. 

2 For further discussion of this point, see Chapter 2, pp. 32-33. 
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studies, but they are not available on a regular, current basis. Thus, lack of 

suitable deflated data limits the usefulness of NNP in the study of growth. 

The ready availability of deflated data makes the GNP the most com¬ 

monly used index of economic growth. There is, moreover, another reason 

for using GNP. As we will see, the maintenance of continuing growth under 

full employment conditions requires that aggregate demand expand at a rate 

sufficient to keep pace with the growth of productive capacity. As was 

pointed out in an earlier chapter, GNP is the appropriate income concept to 

use in the analysis of aggregate demand.3 That is, the aggregate production 

which generates demand for labor—and puts pressure on the price level— 

includes the total production of capital goods, whether these goods are 

produced to add to the stock of capital (net investment) or to make good 

the depreciation of existing capital (replacement investment). Thus, in 

studying the balance between the growth of demand and the growth of 

productive capacity, GNP valued at constant prices is the best measure to 

use. 

If real GNP is to be used as a measure of performance in the study of 

growth, should it be aggregate GNP or per capita GNP (that is, aggregate 

GNP divided by population) ? Since the lot of the average person is 

improved only to the extent that the growth of aggregate GNP exceeds the 

growth of population, it would seem that per capita GNP is the preferred 

measure. However, if the growth of population is independent of the growth 

of GNP, it will not make much difference whether attention is focused on 

the growth of aggregate or per capita GNP. The assumption that the 

— growth of population is independent of the growth of GNP is the one that is 

commonly made for working purposes; if the two growth rates are causally 

related, the links are complex and not well understood.4 Moreover, to the 

extent that an analysis of aggregate demand is involved in the study of 

growth, it is more convenient to use aggregative rather than per capita 

GNP. 

To summarize, on the basis of the considerations outlined above, it is 

common practice to use the percentage rate of growth of aggregate GNP 

valued at constant prices as a measure of economic growth. Accordingly, 

much of the analysis contained in this part will be conducted in these terms. 

Before proceeding with this analysis, however, it may be desirable to point 

out certain serious deficiencies of GNP—or, for that matter, any of the other 

readily available measures—as an index of growth. 

1. In calculating GNP, as well as the other national income concepts, no 

adjustment is made for changes in disutility associated with the work effort 

3 See Chapter 3, pp. 61-62. 

4 There can be little doubt that the Great Depression of the 1930’s markedly reduced 
marriage and birth rates, thereby slowing down population growth. In more normal 
times, however, it is doubtful whether moderate changes in the pace of economic activity 
have discernible effects on population growth. 
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expended in production. Thus, if the growth of GNP accelerates because 

workers are induced to expend more effort, some deduction should be made 

for the disutility of the additional effort in calculating the new growth rate, 

but the use of GNP as an index of growth will not involve such an 

adjustment. Conversely, if workers choose voluntarily to take some of the 

gains resulting from increased productive efficiency in the form of shorter 

working hours and more leisure time, the result will be a corresponding 

reduction in the rate of growth of GNP, even though the reduction in hours 

represents a rise in living standards for the workers. Failure to make any 

adjustment for the changes in the disutility of work effort is a serious fault 

with GNP as an index of growth, but a defect which is virtually impossible 

of correction. 

2. For purposes of analyzing growth, the concept of investment and 

capital formation as incorporated in the national income accounts is more 

limited in scope than would be desirable. One difficulty is that consumer 

purchases of durable goods (except houses) such as automobiles, furniture, 

and household appliances are treated as current consumption in the period 

in which the goods are purchased.5 A more suitable way of handling such 

purchases for purposes of analyzing growth would be to treat them as 

investment expenditures in the period in which they occur and to include in 

consumption and GNP an estimate of the imputed value of the flow of 

services emanating from the existing stock of such goods. As we will see, 

capital formation is an important source of economic growth, and the 

treatment of an important element of investment as though it were current 

consumption introduces distortions into the analysis of growth. A similar 

problem arises with respect to government investment. The construction of 

public projects such as schools, highways, public buildings, and recreation 

facilities should be treated as a form of investment in the period in which 

construction occurs, and the value of the services provided by the existing 

stock of such government capital facilities should be included in GNP. In 

practice, the concept of government capital formation is not recognized at 

all in the national income accounts; all government construction is simply 

treated as a current use of output.6 Failure to handle consumer and govern¬ 

ment capital formation in a proper way in the national accounts is largely 

due to the practical difficulties of placing an appropriate valuation on the 

flows of services provided by these facilities. In addition, it can be argued 

that the treatment of these expenditures as though they were current con¬ 

sumption is more appropriate for the analysis of aggregate demand and 

employment, because consumer and government investment do not add to 

the productivity of the privately employed labor force in the same way as 

does investment by private business and therefore do not complicate the 

5 See Chapter 3, pp. 57-59. 

6 See Chapter 3, pp. 43-45. 
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problem of maintaining full employment.7 But whatever the advantages of 

the present national income accounting methods for the purpose of analyz¬ 

ing aggregate demand, these methods are clearly not the ideal ones for the 

study of growth. 

3. The GNP measure understates the rate of growth by an unmeasurable 

but substantial amount, because it excludes in large part the benefits that are 

derived from the introduction of new and improved products. Of course, all 

privately produced goods and services including new ones are included in 

the GNP at their current market value. However, as was pointed out in an 

earlier chapter, many of the price indexes currently in use contain an upward 

bias—that is, they generally tend to overstate price increases and understate 

price declines.8 This bias, which is especially serious in the case of the 

Consumer Price Index, is primarily attributable to the virtual impossibility 

of taking account of the introduction of new products and of making 

adequate allowances for improvements in the quality of existing products. A 

similar bias exists in the case of price indexes of government services for 

which the prices are simply the wage rates of government employees, a 

practice which makes hours worked by such employees the direct measure of 

physical output, thereby precluding any adjustment at all for increases in 

productivity. The upward bias in the price indexes that are used as deflators 

in estimating GNP at constant prices produces a corresponding understate¬ 

ment of the growth of real output. This is illustrated by the following table: 

Year 1 Year 2 
Percent 
Change 

GNP (billions of current $). ...600 655.2 9.2 
‘ ‘True’ ’ price deflator (year 1 = 100). ... 100 104.0 4.0 
“Biased” price deflator (year 1 = 100). . . ...100 105.0 5-0 
GNP deflated by “true” price deflator.... .. .600 630.0 5-0 
GNP deflated by “biased” price deflator.. ...600 624.0 4.0 

In this example, the biased price deflator shows an increase of 5 percent 

from year one to year two when the "true” price increase is 4 percent. But 

growth of GNP corresponding to the biased price deflator is 4 percent 

compared with the "true” increase of 5 percent. The failure of the GNP 

measure to capture the contribution of new consumer goods to the improve¬ 

ment of living standards is an extremely serious defect. As a result of the 

introduction of new surgical techniques and new medicines such as penicil¬ 

lin, man is now able to survive a variety of ills that formerly would have 

been fatal, and his life span has been greatly extended. Improved communi- 

7 W. L. Smith, "Consumer Instalment Credit: A Review Article,” American Economic 
Review, Vol. XLVII, December 1957, pp. 966-84. 

8 See Chapter 4, pp. 85-88. 
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cations and transportation, brought about by the development of telephone, 

radio, television, automobile, and airplane, have vastly extended his horizons 

and the range of experience available to him. The great improvements in 

the human condition resulting from such major developments as these are 

not reflected—or at least show up only to a very minor extent—in the 

measured growth of real GNP. 

The Significance of Economic Growth 

Table A shows levels of aggregate GNP and per capita GNP that would 

be achieved in 1975, 1985, and 2000 for various growth rates starting from 

TABLE A 

Effects of Alternative Growth Rates on Aggregate 
and per Capita GNP, 1968-2000 

(aggregate GNP, billions of 1968 dollars; per capita, 1968 dollars} 

1968 Projections 

Actual 1975 7m 2000 

With 3.5% growth 
of aggregate GNP 

Aggregate GNP. 865.7 1,101.4 1,553.9 2,603/2 
Per capita GNP.4,303.0 5,022.0 6,144.0 8,457.0 

With 4% growth 
of aggregate GNP 

Aggregate GNP.  865.7 1,139.3 1,686.4 3,036.9 
Per capita GNP.4,303.0 5,195.0 6,668.0 9,866.0 

With 4.5% growth 
of aggregate GNP 

Aggregate GNP. 865-7 1,178.2 1,829.2 3,540.7 
Per capita GNP.4,303.0 5,373-0 7,233.0 11,503-0 

With 5% growth 
of aggregate GNP 

Aggregate GNP. 865.7 1,218.0 1,984.2 4,125.1 
Per capita GNP.4,303.0 5,554.0 7,846.0 13,402.0 

Population (millions)* *. 201.2 . 219.3 252.9 307.8 

* Series C estimate of the Bureau of the Census. 
Sources: Survey of Current Business; Population Estimates, Series P-25, Feb¬ 

ruary 20, 1967, “Projections of the Population of the United States by Age, Sex, 
and Color to 1990 with Extensions of Total Population to 2015,” U.S. Department 

of Commerce, Bureau of the Census. 

the actual GNP that prevailed in 1968. The calculations presented in this 

table demonstrate that even 3.5 percent growth of aggregate GNP can 

produce remarkable improvements in living standards in the course of a few 

years. Moreover, they show that a seemingly small increase in the growth 

rate of aggregate GNP can have an impressive effect on income per head of 
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the population. For example, if GNP were to grow by 4 percent per year 

from 1968 to 1985, per capita GNP would be $6,668 in 1985, which would 

be $524, or 8.5 percent, greater than would be achieved in that year with a 

growth rate of 3.5 percent 

There is, however, another side to this kind of calculation. An increase of 

one half of a percentage point in the growth rate appears at first glance to be 

a small—indeed, almost a trivial—increase, and there is a tendency to think 

that such a tiny increase should be relatively easy to achieve. It should be 

noted, however, that an increase of one half point in the growth rate from 

3.5 percent to 4 percent is a relative increase of one seventh, or about 14 

percent. When the matter is looked at in this more appropriate way, it 

becomes apparent that an increase of one half of a percentage point is not so 

trivial after all. It is therefore perhaps less difficult to understand than might 

at first appear that, as we shall see, an increase of this magnitude in: the 

growth rate may require considerable effort to achieve. 



Chapter 

17 

MAINTAINING FULL 

EMPLOYMENT IN A 

GROWING ECONOMY 

The analysis of the determination of the level of income 

that was developed in earlier chapters of this book was based on the 

assumption that the labor force and the stock of capital are constant and that 

there is no technological improvement. If this is the case, there is a certain 

level of aggregate real demand which, if maintained, will keep the economy 

operating at the desired level of employment. Of course, if the desired level 

of employment is associated with a progressive rise in the price level, along 

the lines developed in Chapter 16, aggregate demand in monetary terms will 

have to increase in pace with the price level. But a constant level of 

aggregate demand in real terms will suffice to maintain full employment. 

These are not, however, the conditions that prevail in reality in a progres¬ 

sive, expanding economy such as that of the United States. The output that 

can be produced under conditions of full employment—however that term 

is defined—increases from month to month and year to year, although not 

necessarily at an entirely steady rate. For example, between 1948 and 1967, 

in both of which years unemployment was 3-8 percent of the civilian labor 

force, GNP valued at 1958 prices rose from $323.7 billion to $674.6 billion 

for an average increase of 3-9 percent per year. Part of the reason for this 

increase was growth of the civilian labor force from 60.6 million workers to 

77.3 million. With the same unemployment rate, this average increase of 

1.3 percent per year in the labor force brought a proportional increase in the 

number of workers employed. In addition, output per worker, valued at 

1958 prices, rose from about $5,400 in 1948 to about $8,700 in 1967, an 

average increase of 2.5 percent per year. This increase in output per worker 

can be attributed in varying degrees to (a) technological advances that 

improved methods of producing goods and services, (b) accumulation of 

capital which provided the average .worker with more and better tools and 

equipment to work with, and (c) improved education and training that 

raised the skill level of the average worker. 

In an economy that grows in this way, it is clear that a constant level of 

aggregate demand will not suffice to maintain full employment, but rather 

that aggregate demand must expand at a sufficient rate to utilize the 
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additional resources made available by growth. Thus, in order to be useful, 

the theory of income determination, which has been developed in the earlier 

chapters of this book, must be applied to the circumstances of a growing 

economy. 

DEFINING FULL EMPLOYMENT 

In an economy in which the rate of change of the price level is related to 

the rate of unemployment in accordance with the analysis presented in 

Chapter 16, it is necessary for the authorities responsible for economic policy 

to decide what their employment objective is—that is, to define what they 

mean by "full employment.” 

The kind of analysis that should, in principle, govern this decision is 

presented in Figure 17-1. The curve PP is the modified Phillips curve that 

FIGURE 17-1 

Modified Phillips Curve 

< 

was explained in Chapter 16.1 It shows the "trade-off” that is assumed to 

exist between the rate of inflation (measured on the vertical axis) and the 

unemployment rate (measured on the horizontal axis). At an unemploy¬ 

ment rate of 7 percent the price level will be stable (point L); at an 

unemployment rate of 5 percent, prices will rise at 1 percent per year (point 

1 See Chapter 16, pp. 366-68. 
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M); at 4 percent unemployment, prices will rise at 2 percent per year 

(point N); at 3 percent unemployment, prices will rise at 4 percent per year 

(point Q). The curves IXIX, /2/2, and /3/3, on the other hand, represent the 

preferences of those responsible for economic policy with respect to inflation 

and unemployment. Each of these curves is an indifference curve represent¬ 

ing combinations of inflation and unemployment that are equally acceptable 

to the authorities. For example, the fact that points H, J, and K all lie on the 

same indifference curve (lyly) indicates that the authorities would be 

equally willing to accept a stable price level combined with 4.5 percent 

unemployment (point H), 2 percent inflation combined with 3 percent 

unemployment (point /), or 4 percent inflation combined with 1 percent 

unemployment (point K). Curves that lie closer to the origin are preferred 

to those further out, for example, all points on IJx are preferred to all 

points on l2l2. This is apparent from the fact that each unemployment rate is 

associated with a lower rate of inflation on IXIX than on /2/2- In establishing 

their preferences as reflected in the indifference curves, it may be supposed 

that the authorities are attempting to express the desires of the general 

public which they represent in the process of decision making. 

In selecting the appropriate target with respect to inflation and unem¬ 

ployment, the authorities should choose from the economically possible 

combinations (those lying on the modified Phillips curve, PP), the one that 

lies on the lowest indifference curve. In this case, the optimal combination is 

represented by the point N—representing 4 percent unemployment and 2 

percent inflation—since this point lies on I<J2, the lowest indifference curve 

touched by PP. That is, in this case we might define "full employment” as 

involving an unemployment rate of 4 percent, since this is the optimal 

employment target in light of the preferences of the authorities and the 

association that is judged to exist between inflation and unemployment. 

It should be recognized that the above analysis makes the definition of 

full employment appear somewhat more scientific than it actually is. In 

reality, the authorities do not know exactly what the trade-off between 

inflation and unemployment—i.e., the modified Phillips curve, PP—actually 

is at any particular time. For example, in early 1961 when the unemploy¬ 

ment rate was in the neighborhood of 7 percent, the incoming Kennedy 

administration had no way of knowing the precise way in which the price 

level would respond to a reduction in the unemployment rate. However, it 

formed a judgment that the rate of inflation that would be associated with 

an unemployment rate of 4 percent would not be intolerable, and it accord¬ 

ingly selected 4 percent as its employment target—that is, it defined full 

employment as 4 percent unemployment.2 Nevertheless, Figure 17-1 repre¬ 

sents a useful formalization of the rationale underlying the choice. 

2 It may be noted that the Kennedy administration referred to 4 percent unemployment 
as an "interim” target. That is, it hoped that once 4 percent had been achieved it would 
be possible by means of appropriate policies to reduce unemployment still further. For a 
discussion of the reasoning underlying the selection of the 4 percent target in 1961, see 
Annual Report of the Council of Economic Advisers, January 1962, pp. 44—48. 
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It is apparent from the analysis of Figure 17—1 that two administrations 

of different political complexion may define full employment differently 

even if they agree regarding the trade-off between inflation arid unemploy¬ 

ment (curve PP). The reason is that, reflecting the divergent views of their 

supporters, the two administrations may attach different relative degrees of 

importance to price stability as compared with high employment and, 

therefore, in terms of Figure 17—1, have different sets of indifference curves. 

Thus, for example, the optimal combination for one administration might 

be at point N (2 percent inflation and 4 percent unemployment) in Figure 

17-1, as indicated above, whereas another administration might attach 

greater importance to price stability as reflected in indifference curve l\I\, 

and the optimum for it might be at M (1 percent inflation and 5 percent 

unemployment). Thus, for the first administration full employment would 

be 4 percent unemployment, whereas for the second, it would be 5 percent 

unemployment. 

DEFINITION OF POTENTIAL OUTPUT OR PRODUCTIVE CAPACITY 

Having chosen a definition of full employment along the lines developed 

above, it is useful to be able to translate this employment target into an 

associated target level of GNP. The GNP associated with full employment 

may be termed "potential output” or the "productive capacity” of the 

economy. 

In 1961, Arthur Okun, then a member of the staff of the Council of 

Economic Advisers, devised a means of estimating the economy’s potential 

output at an unemployment rate of 4 percent.3 Based on the past relation 

between changes in real GNP and changes in the unemployment rate, and 

on movements of real GNP in relation to bench-mark periods when unem¬ 

ployment was in the neighborhood of 4 percent, Okun arrived at the 

following equation: 

P= ^[1 + 0.032(17 -4)] (1) 

where P is potential real GNP, or real GNP corresponding to a 4 percent 

unemployment rate; A is actual real GNP; and U is the unemployment rate 

(in percent). According to this equation, when the unemployment rate is 4 

percent (U = 4), actual output is equal to potential output (P = A). This, 

of course, is a condition that would have to be met by a satisfactory 

estimating equation, since potential GNP is defined as the GNP that would 

prevail at a 4 percent unemployment rate. 

3 See A. M. Okun, "Potential GNP: Its Measurement and Significance,” 1962 Proceed¬ 
ings of the Business and Economic Statistics Section of the American Statistical Association, 
reprinted as Cowles Foundation Paper No. 190 (Cowles Foundation for Research in 
Economics, Yale University, 1963), and reprinted in W. L. Smith and R. L. Teigen (eds.), 
Readings in Money, National Income, and Stabilization Policy (2d edition; Homewood, 
Ill.: Richard D. Irwin, Inc., 1970). 
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The estimates of potential GNP produced by the Okun equation should 

not be given an exact interpretation. For example, if the equation yields an 

estimate of $920 billion for a given period, this is best interpreted as 

meaning that potential GNP lies within a range of perhaps $5 billion 

around this figure—that is, between $915 billion and $925 billion. More¬ 

over, since the equation is a purely empirical relation based on past behavior 

of the economy, it is likely to be less reliable as time passes and underlying 

conditions depart from those that prevailed in the period from which it is 

derived. But while it would be a mistake to take the equation too seriously, it 

does serve to illustrate certain basic relationships and ideas that are impor¬ 

tant.4 

Perhaps the most interesting feature of the Okun analysis is its implica¬ 

tion with respect to the relation between cyclical movements of output and 

employment. By simple algebraic manipulation, Equation 1 can be rewritten 

as follows: 

= 0.032(1/ - 4) (2) 

The expression P — A is sometimes referred to as the "gap” between actual 

and potential GNP. Thus the left-hand side of Equation 2 is the gap taken 

as a percentage of actual GNP. The following table shows the size of the 

gap measured in this way for unemployment rates between 4 and 8 percent. 

Gap as 

Unemployment % of Actual GNP 

Rate (£/)(%) [(P - A)/A] 

4 . 0.0 
5 . 3-2 
6 . 6.4 
7 . 9.6 
8 .12.8 

4 For a more sophisticated model, incorporating some of the basic determinants of 
growth, which nevertheless yields estimates of potential output and the "gap” that are 
quite similar to Okun’s, see R. M. Solow, "Technical Progress, Capital Formation, and 
Economic Growth,” American Economic Review, Vol. LII, May 1962, pp. 76-86. It may 
be noted that in making estimates of the ratio of actual to potential output (A/P) in 
Table 2 (p. 82) based on Okun’s model, Solow uses the equation 

A — P[l — 0.032(U ~ 4)] 

This is different from the equation presented in Okun’s article (op. cit.) and given in 
the text above, which is 

P = A[1 + 0.032(tr - 4)] 

When this (presumably correct) form of Okun’s equation is used, his results are even 
more similar to Solow’s than Table 2 of the Solow article suggests. Another paper which 
uses a sophisticated model as the basis for estimating potential output is L. C. Thurow 
and L. D. Taylor, "The Interaction between the Actual and Potential Rates of Growth,” 
Review of Economics and Statistics, Vol. XLVII, November 1966, pp. 351-60. 
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What this shows is that a reduction of one percentage point in the unem¬ 

ployment rate in the direction of 4 percent is associated with a 3.2 percent¬ 

age point reduction in the gap between actual and potential output. To take 

a practical illustration, if potential output is $1,000 billion, actual output 

would be $912 billion at an unemployment rate of 7 percent5 as compared 

with $1,000 billion at a 4 percent unemployment rate. Thus, a reduction of 

three percentage points in the unemployment rate would be associated with 

a 9-6 percent increase in actual GNP, from $912 billion to $1,000 billion. 

The important point to note about this is the large gains in real output 

that are associated with rather modest reductions in unemployment. If 

output and employment bore a simple proportional relation to one another, 

an increase in the proportion of the labor force employed, from, say, 95 

percent to 96 percent, would yield an increase of approximately 1 percent in 

total output. In fact, however, the Okun analysis indicates that a 1 percent 

increase in employment would raise total output by about 3 percent. Thus, 

reductions in unemployment within the range of unemployment rates from 

4 to 8 percent not only alleviate the social and economic burden of 

unemployment on the unemployed themselves, but also yield magnified 

gains in real output for the economy in general. 

There are several reasons for the fact that reductions in unemployment 

are associated with more than proportional increases in real output. 

1. A reduction in unemployment tends to draw additional workers into 

the labor force. According to our statistics of employment and unemploy¬ 

ment, a person is said to be in the labor force if he either has a job or is 

actively seeking work. When unemployment is high, some persons who 

would normally be seeking employment are discouraged from doing so and 

therefore leave the labor force. When unemployment declines and jobs 

become more readily available, these workers are attracted back into the 

labor force.6 To illustrate, suppose that the labor force is initially 70 million 

5 This figure is obtained by solving the equation 

1,000 = A[1 + 0.032(7 - 4)] 

for A. 

6 Actually, two effects of changes in unemployment on labor force participation are 
present: a rise in unemployment may cause some workers to withdraw from the labor 
force because they become discouraged about the prospects of finding jobs; on the other 
hand, when the primary breadwinner in a family becomes unemployed, other members 
of the family may be induced to seek employment in an effort to maintain the family’s 
income. The first of these effects has been termed the "discouraged worker effect,” the 
second the "additional worker effect.” A preponderance of evidence suggests that the 
"discouraged worker effect” is dominant, so that the labor force contracts as unemployment 
increases and expands as unemployment declines, as indicated in the text above; although 
there is some disagreement concerning the magnitude of the effect, which doubdess varies 
somewhat from one situation to another. For an excellent summary of the relevant re¬ 
search, see Jacob Mincer, "Labor-Force Participation and Unemployment: A Review of 
Recent Evidence,” in R. A. Gordon and M. S. Gordon (eds.), Prosperity and Unemploy¬ 
ment (New York: John Wiley & Sons, Inc., 1966), pp. 73-112. 



386 • Macroeconomics 

workers, of whom 94 percent, or 65.8 million, are employed (i.e., the 

unemployment rate is 6 percent). An increase in demand which reduces the 

unemployment rate to 4 percent attracts an additional 0.5 million persons 

into the labor force, raising employment to 96 percent of 70.5 million, or 

67.7 million, workers. Thus, employment is increased by about 1.9 million 

workers rather than only the 1.4 million that would have resulted from a 

decline of 2 percentage points in the unemployment rate with a constant 

labor force of 70 million. The induced expansion of the labor force has 

increased employment by half a million workers, and the productive contri¬ 

bution of these workers will expand the increment to output. 

2. A reduction in unemployment tends to bring with it an increase in 

hours worked per man. That is, an increase in demand for labor is usually 

met in part by a lengthening of the work week. For this reason, also, the 

increase in labor input is greater than the fall in the unemployment rate 

would directly indicate.7 

3. A decline in unemployment brings with it an increase in output per 

man-hour—that is, a rise in the average productivity of labor.8 The main 

reason for this seems to be the existence of a substantial fixed element in 

labor cost. When demand falls, firms typically do not reduce their employ¬ 

ment of sales and supervisory employees in proportion to the decline. They 

may also hesitate to lay off skilled workers because of the difficulty and cost 

of rehiring them again when demand expands and because of the effects on 

worker morale. Thus, when demand falls, there is an element of hidden 

unemployment in the form of employed workers who are less than fully 

utilized, and as a result output per worker declines. Conversely, when 

demand expands, the need for labor can partially be met by a fuller 

utilization of workers already on the payroll, and as a result output per 

worker increases. According to the classical view, one would expect produc¬ 

tivity to decline during periods of rising employment and resource utiliza¬ 

tion, because less skilled workers would be added to payrolls and less 

efficient equipment would be drawn into use. While these effects are un¬ 

doubtedly present, the statistical evidence drawn from the period since 

World War II clearly indicates that they are overbalanced by the more 

efficient utilization of overhead labor, with the result that productivity 

increases quite markedly as unemployment declines, at least within the 

moderate range of 4 to 8 percent unemployment rates.9 

7 On the relation between the unemployment rate and hours of work, see Okun, op. cit., 
and Thurow and Taylor, op. cit. 

8 See Okun, op. cit. 

9 It should be noted that much of the fall in productivity that comes with an increase 
in unemployment is of a temporary or cyclical character. When aggregate demand falls 
and the decline is judged to be temporary, employers hesitate to lay off skilled workers, 
so that employment declines less than in proportion to the decline in production rates 
and labor productivity falls (or rises at less than its normal rate). When, in an ensuing 
period, demand again expands, it is possible to increase production rates with a less than 
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PROJECTING FUTURE GROWTH OF POTENTIAL GNP 

The Okun equation was used for several years by the Council of Eco¬ 

nomic Advisers as a basis for making projections into the future of potential 

GNP, in order to be able to estimate the growth in aggregate real demand 

that would be needed to achieve or maintain an unemployment, rate of 4 

percent. Of course, the equation cannot be used directly for this purpose, 

because it is necessary to know actual GNP as well as the unemployment 

rate in order to use the equation to calculate potential GNP. However, 

Okun discovered that potential output, as calculated with his equation for 

the period 1954 to 1962, approximated quite closely to a simple 3.5 percent 

per year trend, starting from the actual GNP prevailing in mid-1955 when 

the unemployment rate was approximately 4 percent. Accordingly, the 

Council of Economic Advisers simply assumed that potential GNP was 

growing at 3-5 percent per year. One implication of such an assumption was 

that GNP must grow at about 3.5 percent per year in order to hold the 

unemployment rate constant. Later evidence, however, suggested that the 

growth of potential GNP had accelerated; for example, it appeared that 

GNP needed to grow more rapidly than 3.5 percent per year in order to 

prevent the unemployment rate from rising. Accordingly, the council in¬ 

creased its projected growth rate of potential GNP to 3-75 percent begin¬ 

ning with the first quarter of 1963,10 and increased it again to 4 percent 

beginning with the first quarter of 1966.11 

The Okun equation provides an estimate of what the GNP would be at 4 

percent unemployment on the assumption that past relationships between 

output and unemployment continued to hold. Thus, it does not directly 

incorporate the underlying determinants of the growth of potential output 

or productive capacity, such as growth of the labor force, the rate of capital 

accumulation, and the pace of technological change. Accordingly, if any of 

these determinants change significantly, the estimate of potential output 

derived from the Okun equation may be quite wide of the mark. Moreover, 

there is no way to make an independent check of the accuracy of the 

estimates except to see what real GNP turns out to be when unemployment 

normal increase in employment and productivity increases especially sharply. However, 
if the decline in aggregate demand is expected to last for a long time, employers will 
adjust their employment fully to the reduced rate of production. In such a situation, a 
rise in aggregate demand will not call forth a productivity bonus such as occurs during 
a recovery after a temporary or cyclical decline. Thus, if the economy has been operating 
for a long time at 6 percent unemployment and employers have fully adjusted their 
employment policies to this situation, an increase in aggregate demand that reduces un¬ 
employment to 4 percent will not result in a sharp rise in productivity such as would 
occur during a cyclical expansion that carried the economy from 6 percent unemployment 
to 4 percent unemployment. 

10 Annual Report of the Council of Economic Advisers, January 1965, p. 81. 

11 Annual Report of the Council of Economic Advisers, January 1967, p. 44. 
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does reach the 4 percent level. It may be noted that when the unemploy¬ 

ment rate fell to 4 percent in late 1965, actual GNP turned out to be very 

close to the Council of Economic Advisers’ projection of potential GNP, 

which was based roughly on Okun’s calculations. 

FULL EMPLOYMENT AND ECONOMIC GROWTH 

The relation between full employment and economic growth is illus¬ 

trated in Figure 17-2. The solid line PP shows potential real GNP (defined 

FIGURE 17-2 

Relation between Full Employment and Economic Growth 

as the GNP corresponding to 4 percent unemployment) growing at 4 

percent per year, starting from a level of $1,000 billion (annual rate) in the 

first quarter of year one. Let us assume that actual real GNP in the first 

quarter of year one is $912 billion (point A), which corresponds to a 7 

percent unemployment rate when potential GNP is $1,000 billion accord¬ 

ing to the Okun equation. If the authorities adopted expansionary monetary 

and fiscal policies to increase aggregate demand, actual GNP might expand 

along the dashed path AB, reaching the potential output path at point B in 
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the first quarter of year four, at which time the unemployment rate would 
have been reduced to the desired level of 4 percent. ' 

During this period of expansion toward full employment, growth would 
be very rapid—real GNP would rise from $912 billion in the first quarter of 
year one to $1,125 billion [$1,000 billion times (1.04)3] in the first quarter 
of year four, for a rate of increase of 7.2 percent per year. However, as point 
B was approached, the rate of growth would have to be slowed down to 4 
percent per year if actual GNP was to expand along the potential output or 
full employment path. If demand continued to rise more rapidly than 4 
percent per year, unemployment would be reduced below 4 percent, presum¬ 
ably to the accompaniment of a greater rate of inflation than was judged 
acceptable. 

When the economy is allowed to fall substantially below full employ¬ 
ment to a position such as A, there is some kind of "speed limit” on the 
expansion back to full employment. It would be possible, in principle at 
least, to stimulate demand sufficiently by fiscal and monetary measures to 
restore full employment in the course of a year’s time, expanding along a 
path such as AC. However, this would involve an increase in real GNP from 
$912 billion in the first quarter of year one, to $1,040 billion ($1,000 
billion times 1.04) in the first quarter of year two, an increase of 14 percent 
in a single year. Such a rapid expansion would almost certainly lead to the 
appearance of bottlenecks in many product and factor markets as demand 
rose so rapidly that normal supply adjustments could not take place. Thus, 
some inflation of the bottleneck variety would occur, which could be avoided 
if the expansion to full employment were to occur at a more moderate pace. 
The "speed limit” problem is one that has not been subjected to any 
systematic research by economists, and the speed with which demand can be 
expanded to restore full employment without generating unnecessary bottle¬ 
neck inflation is a matter concerning which judgments may differ. But there 
can be no doubt that when the economy has been permitted to fall substan¬ 
tially below full employment, to a point such as A in Figure 17-2, an effort 
to restore full employment too rapidly will generate inflation that could be 
avoided by a more moderate approach. 

Full employment and a suitable rate of economic growth are often 
mentioned as separate goals of economic policy. In this context, growth 
means growth of potential output. Expansion toward full employment along 
a path such as AB in Figure 17—2 should not be viewed as growth. There are 
ways (to be discussed in the remaining chapters of this part of the book) in 
which economic policy might be able to tilt the growth curve of potential 
output upward—for example, to a path such as PP', corresponding to a 
growth rate of 4.5 percent in Figure 17—2. It is best to reserve the concept 
of "growth policy” to refer to measures of this kind, and to regard measures 
to move the economy onto the growth path as "employment policy” or 
"stabilization policy.” 



390 Macroeconomics 

In this chapter, we have for the most part viewed the growth of potential 

output as given and have paid almost no attention to its underlying determi¬ 

nants. This is a useful preliminary way to look at growth, but it is now time 

to depart from it and examine the determinants of growth. This we shall 

attempt to do in the next two chapters. 



Chapter 

18 

CAPITAL ACCUMULATION 

AND ECONOMIC GROWTH: 

TWO SIMPLE MODELS 

One of the major factors determining the growth of poten¬ 

tial output or productive capacity is the rate of investment or capital 

accumulation. Net new investment adds to the stock of tools and equipment 

available for the labor force to work with; in addition, investment is the 

vehicle by which much new and improved technology is brought into 

effective use. In this section, we examine two rather simple models that have 

been employed by economists for the purpose of analyzing the relation of 

investment to growth. 

THE DOMAR MODEL 

As was pointed out earlier in this book, one of the shortcomings of 

Keynesian analysis is that it takes account of the effects of investment on 

aggregate demand but does not consider its impact on productive capacity.1 

Indeed, on the supply side of the Keynesian system, the only variable factor 

of production is labor. The capital stock is assumed to be fixed, and this 

assumption actually involves an inconsistency, since with net investment 

taking place the capital stock must in fact be growing. This inconsistency 

does not invalidate the usefulness of the Keynesian model for many pur¬ 

poses, but it does limit its value for the analysis of problems of economic 

growth. 

One of the first attempts to take account of the effect of investment on 

productive capacity was made by Evsey D. Domar.2 Domar assumed that net 

saving in year t is a constant fraction of net national product in year t—that 

is, 

St = oYt (1) 

1 See Chapter 8, pp. 160—61. 

2 See E. D. Domar, "Expansion and Employment,” American Economic Review, Vol. 
XXXVII, March 1947, pp. 34-55; and (for a mathematically more sophisticated presenta¬ 
tion) "Capital Expansion, Rate of Growth, and Employment,” Econometrica. Vol. XIV, 
April 1946, pp. 137-47. These papers are reprinted in Domar’s Essays in the Theory of 
Economic Growth (New York: Oxford University Press, 1957), pp. 83-108 and 70—82, 
respectively. 

391 
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where S is net saving, Y is net national product, and a is the marginal and 

average propensity to save. Then if we have 

I, = X, (2) 

where It is net investment in year t, substituting Equation 1 into Equation 2 

we obtain 

It = OtY t 

or 

Y,- -1, (3) 
a 

Here 1/a is the conventional Keynesian multiplier. Since no lags are allowed 

for, either in the adjustment of expenditures to income or in the adjustment 

of production to sales, it is assumed, in effect, that the multiplier works itself 

out fully within a year’s time.3 

The supply side of the economy is represented by the equation 

Yt = *Kt (4) 

where Yt is full employment net national product in year t, Kt is the stock 

of capital at the beginning of year t and o- is the marginal (and average) 

output/capital ratio. That is, installation of an additional unit of capital 

will increase net output that can be produced at full employment by o- units. 

This same relation holds in period t + 1—that is, 

Yt+i = crKt+i (5) 

Subtracting Equation 4 from Equation 5, we obtain 

Yt+1 - Yt = a(Kt+1 - K,) 

Since, by definition, AYt ~Yt+x — Yt and AKt — Kt+1 — Kt, we have 

A Yt = aAKt 

Moreover, since by definition It = Kt+1 — Kt = AKt, we have 

AY t = alt (6) 

If full employment is achieved, Yt must be equal to Yt, and this requires 

that there be the right amount of investment, so that, by Equation 3, 

Yt = - It (7) 
a 

Solving Equation 6 for It, we have It = ^AY/ Substituting this for It in 

Equation 7, we obtain 

3 On the expenditure lag and the production lag, see Chapter 7. 
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Y, = — AY, 
acr 

Rearranging Equation 8, we obtain 

AY, 

Yt 
acr 

Since It — <xYt and AZ* = &&Yt, from Equation 9 we also have 

(8) 

(9) 

(10) 

That is, the percentage rate of growth of income (AYt/Yt) and the per¬ 

centage rate of growth of investment (Alt/It) are both equal to a<r. 

What the Domar model shows is that, on the quite restrictive assumptions 

(a) that net saving is a constant fraction, a, of net national product, and 

(b) that the marginal output/capital ratio, a-, is a constant, both net in¬ 

vestment and net national product must grow at a constant rate of if full 
employment is to be maintained,. For example, if saving is 10 percent of 

income (a = 0.1) and if an additional dollar of net investment increases 

net output at full employment by 30 cents (o' — 0.3), investment and in¬ 

come must grow at 3 percent per year in order to maintain full employment 

{acr r= (0.1) (0.3) = 0.03]. A concrete numerical illustration for this case 

in which a = 0.1 and <r = 0.3 may help to clarify the situation. 

Year 

~1 2 3 

K.2,000 2,060.0 2,121.800 

?(= 0.3K). 600 618.0 636.540 

Y(=C+I). 600 618.0 636.540 

C(= 0.9^).. 540 556.2 572.886 

I (= AK). 60 61.8 63.654 

S(=Y-C). 60 61.8 63.654 

At the beginning of year one, the stock of capital is 2,000 and, since 

o- = 0.3, full employment output is 600. If actual output is to be 600, net 

investment must be 60, sufficient to absorb the saving of 60 (10 percent of 

600) that will occur at that level of income. If investment in year one is 60, 

this will increase the capital stock at the beginning of year two to 2,060, so 

the full employment output will rise to 618 (30 percent of 2,060) in year 

two. Thus, investment will have to rise to 61.8 (10 percent of 618) in that 

year if demand is to rise in pace with expanded productive capacity at full 

employment. This will raise the capital stock to 2,121.8 in year three, and 

so on. It is apparent that income rises from 600 in year one to 618 [(600) 



394 • Macroeconomics 

(1.03)] in year two, to 636.54 [(600) (1.03)2] in year three, etc.—for a 

rate of increase of 3 percent per year. Similarly investment rises at 3 percent 

per year. 

It may be noted that if investment rises at a rate greater than <x<r, demand 

will increase more rapidly than capacity with inflationary consequences, 

while if investment increases at a rate less than ao-, unemployment will ap¬ 

pear. These two alternatives are illustrated in the following table: 

Year 2 

It is assumed that the situation in year one is the same as in the earlier 

illustration and that full employment net national product is therefore 618 

in year two. If instead of rising by 3 percent to 61.8 in year two investment 

rises by 4 percent to 62.4, demand for output will rise to 624, thereby 

exceeding full employment output, with inflationary consequences. On the 

other hand, if investment rises by only 2 percent to 61.2 in year two, net 

national output will be only 612. Since demand is less than the output that 

can be produced at full employment, there will be excessive unemployment. 

It is important to recognize that the Domar model contains no invest¬ 

ment determination mechanism; consequently, it says only that investment 

must grow at the rate <*<j if continuous full employment is to be main¬ 

tained. It does not address itself to the question of whether the necessary 

investment spending will be forthcoming and therefore whether full em¬ 

ployment will in fact be maintained. In other words, Domar is concerned 

only with the investment requirements for continuous full employment. 

In the Domar analysis, cr is the marginal productivity of capital, and the 

paper’s conclusion is that in order to maintain full employment, the percent¬ 

age increase in investment from one year to the next must be equal to the 

marginal productivity of capital times the saving rate. Moreover, it is 

assumed that the marginal productivity of capital is constant. However, the 

marginal productivity of capital, in general, is a function of the inputs of 

both capital and labor. Assuming that there is no technical change and that 

there are only two factors of production, the marginal productivity of capital 

is likely to remain approximately constant over time provided capital and 
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labor are growing at the same rate.4 In the above example, income (Y), 

investment (/), and the capital stock (K) all grow at the rate eta. If the 

labor force and employment also happen to be growing at the rate eta, then 

cr will probably remain roughly constant, and the analysis will hold. That 

is, in the above illustrative case, the analysis makes some sense if the labor 

force is growing at 3 percent per year. But, of course, in any particular case, it 

would be most unlikely that the labor force would be growing at the rate 

et cr. Since the marginal productivity of capital (cr) is likely to fall if the 

ratio of labor to capital falls, a will be falling rather than constant if the 

labor force is growing less rapidly than the stock of capital. With the saving 

rate constant, eta will fall as a falls—in other words, full employment can 

be maintained with investment increasing at a declining rate. However, if 

the labor force increases at a constant rate of n percent per year, an 

equilibrium may be reached when growth of capital relative to labor has 

reduced cr to the point at which eta equals n, and from then on income, 

investment, the capital stock, and the labor force would all grow at the rate 

n. To illustrate, if the labor force was growing at 2 percent per year 

(n~ 0.02) a would gradually decline to an equilibrium value of 20 

percent (a = n/et — 0.02/0.1 = 0.2). Conversely, if the labor force was 

initially growing at a rate greater than eta, a would rise steadily until the 

point was reached where eta became equal to n. Of course, the analysis 

would become much more complex in the (more realistic) case in which 

technical change was occurring.5 

THE HARROD MODEL 

Sir Roy Harrod has presented a model of economic growth which bears a 

superficial similarity to the Domar model but which in fact is somewhat 

different.6 The main difference is that Harrod does have a theory of invest¬ 

ment and attempts to explore the likelihood that growth may be self-sustain¬ 

ing- 

4 This will be true if the production function is characterized by constant returns to 

scale, that is, if an x percent increase in the inputs of both labor and capital will bring 

an x percent increase in output. See the discussion of returns to scale in Chapter 19, 

p. 402. 

5 Domar attempts to get around the difficulty referred to in this paragraph by defining 

o’ ("Expansion and Employment,” op. cit., p. 90) as "the increase in productive capacity 

which accompanies, rather than which is caused by, each dollar invested” (italics in 

original), taking account of changes in the supplies of other factors and in technology. 

Thus, o- is distinguished from the marginal productivity of capital, which is the increase 

in output resulting from an additional dollar of capital invested, with quantities of other 

factors and the state of technology remaining constant. However, Domar’s concept of <r 

causes difficulties because there is no reason why it should remain constant over time 

except under very special circumstances. 

6 See R. F. Harrod, Towards a Dynamic Economics (London: Macmillan & Co., Ltd., 

1948), pp. 63-100; also his "An Essay in Dynamic Theory,” Economic Journal, Vol. 

XLIX, March 1939, pp. 14-33. 
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Harrod assumes that there is a fixed proportional relation between output 

and the amount of capital needed to produce that output. Thus, we have 

Kn = CrYn 

where Yn is output (or net national product) in year n, Kn is the quantity of 

capital that must be in place at the beginning of year n if this output is to 

be produced, and CT is the capital requirements coefficient. 

Suppose we start at the beginning of the year t, and the stock of capital in 

existence at that time is Kt, and suppose further that businessmen in the 

aggregate expect to produce and sell enough output in year t to utilize fully 

the available capital. That is, expected output in year t (Yt") satisfies 

the relation 

Y,-=^K, 
C/r 

Furthermore, businessmen look ahead to year / + 1 and plan their net invest¬ 

ment in year t (It) so that they will have enough capital at the beginning of 

year t -f- 1 to be able to produce the amount they expect to sell in that year. 

This amount of capital is 

Kt+i = CrYt+le 

where Y)+1e is expected sales and output in / -f- 1. By definition, we have 

It = Kt+i - Kt 

or 

It = CrYt+l - CrYt = Cr(Yt+X - Yf) (11) 

Now suppose G is the percentage increase in sales and output that business¬ 

men expect between year t and year / + 1; that is 

IVi* = (1 + G^Yt6 (12) 

Substituting Equation 12 into Equation 11, we obtain 

It = C[( 1 + GjYt - Yte] 

or 

It = CrGYt (13) 

Next let us suppose that saving (5') is a constant fraction (r) of income 

(Y); that is, 

= sYt (14) 

where Yt is actual income in year t. If planned investment is adjusted to 

planned saving within a year’s time (i.e., if there is no lag in the adjust¬ 

ment of production to sales), we have 
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It — St 

or, using Equations 13 and 14, 

CrGYt = sYt (15) 
If businessmen’s expectations about year t are to fulfilled, Yt (actual 

income or production in year t) must equal Yte (expected income or pro¬ 

duction in year t). Thinking of G as a variable, there is a certain value of 

G, which we will designate as GWI that will make Yt equal to Y/. This value 

can be found by setting Yte — Yt in Equation 15 and solving for G: 

CrGwYt = sYt 

or 

Gw = ~ (16) 
Cr 

Gw is what Harrod calls the warranted rate of growth. If s is 10 percent and 

Cr is 4, the value of Gw will be 2.5 percent (0.1/4 = 0.025). If businessmen 

estimate that output will grow at a rate of 2.5 percent per year and make 

their investment plans accordingly, their expectations for year t will be 

exactly fulfilled and the expansion will sustain itself at this rate. 

A numerical illustration will help to clarify the Harrod model of growth. 

Let us assume that Cr = 4, s — 0.1, and the stock of capital (Kt) at the 

beginning of year one is 400. Then Gw (— s/Cr) will be 0.025 (or 2.5 per¬ 

cent per year). If businessmen do in fact expect sales and production to in¬ 

crease at the rate Gw, or 2.5 percent per year, the sequence of events will 

develop as in the table below. (The entries for employment [NR and NF] in 

the table will be discussed below,) 

Years 

1 2 3 

K. _400 410.00 420.25000 
Ye. _100 102.50 105-06250 
Y= C+I. .100 102.50 105.06250 
C = (1 — i)Y = 0.9Y.... . 90 92.25 94.55625 
I = CrGwY° = 0.1Y*. . 10 10.25 10.50625 
.S’ = sY = 0.1Y. . 10 10.25 10.50625 

Ni. .100 102.50 105.06250 
Nf. .102 103.02 104.05020 
Nr- Nr. . 2 0.52 -1.01230 

Expected income in year one (Y/) is equal to (1 /Cr)Ku or 100. Out¬ 

put is expected to grow by 2.5 percent per year, so that Y2‘ = 102.5. Invest¬ 

ment in year one is therefore 4(102.5 — 100) = 10. Since the multiplier 
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(1/0 is 10, this amount of investment will produce an income of 100 in 

year one which is equal to the income expected by businessmen. The capital 

stock in year two will be4l0 ( = Kt It — 400 + 10), and expected in¬ 

come in that year will be 102.5 ( — 1/4 X 4lO).If income is again expected 

to increase by 2.5 percent between year one and year two, the reader can 

check for himself that actual income in year two will be 102.5, the same as 

expected income in that year. The entries for successive years can be traced 

out by the same process. 

It is apparent that if businessmen happen to hit upon the warranted rate 

of growth, Gw (= s/Cr), and base their investment plans on it, their ex¬ 

pectations will be consistently fulfilled and steady growth at that rate will 

prevail. Note, however, that the system is unstable in the sense that if busi¬ 

nessmen do not select exactly the right growth rate as the basis for their 

plans, the system will depart progressively farther from equilibrium. In the 

above example, if the rate of growth is expected to be 2 percent, expected 

income in year two will be 102 rather than 102.5, investment in year one 

will be 8 [— 4 (102 — 100)] rather than 10, and income in year one will 

be 80 (= 10 X 8) rather than 100. Thus, there will be unutilized capacity, 

which will cause a progressive decline in investment in succeeding periods. 

On the other hand, if a growth rate of 3 percent is selected, investment in 

period one will be 12, and total income 120. Since with the existing stock 

of capital only 100 can be produced, prices will have to rise, and an infla¬ 

tionary spiral will be set in motion. 

In addition to the warranted rate of growth (Gw), Harrod refers to the 

natural rate of growth that would maintain full employment of labor. 

Harrod’s model assumes fixed factor proportions. In the above table, the 

row labled NR shows the amount of labor required to produce the indicated 

output—that is, 100 units of labor are required to produce 100 of output 

in year one, 102.5 units of labor are required to produce 102.5 of output in 

year two, and so on. Thus, in this example, the production of one unit of 

output requires four units of capital and one unit of labor. Unless the avail¬ 

able labor force happens to grow at the rate Gw (and unless we start from 

a position of full employment), the warranted rate of growth does not co¬ 

incide with the normal rate of growth, and growth at the warranted rate 

does not involve full employment of labor. In the above example, the avail¬ 

able labor force (NF) is 102 in year one and grows at a rate of 1 percent per 

year. For the first two periods, the labor force exceeds actual employment 

( Nr ), and there is unemployment equal to the excess of NF over NIt. 

However, by the third period a labor shortage is encountered because the 

warranted rate of growth of 2.5 percent per year exceeds the natural rate of 

growth of 1 percent per year. This labor shortage would, in fact, prevent 

the system from expanding at the rate Gw, and, in view of its inherent in¬ 

stability, this would send it into a tailspin. The result is shown conceptually 

in the following diagram. 
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Y 

Output ’'bounces off the full employment ceiling” at A and goes into a 

tailspin. Exactly how the economy would behave in these circumstances 

cannot be determined from the Harrod model, since the model only de¬ 

scribes expansion along the warranted growth path.7 

The Harrod model serves the useful purpose of illustrating in fairly 

simple terms the possibility of steady self-sustaining growth. However, it has 

several serious shortcomings. For one thing, its restrictive assumption of 

fixed capital and labor requirements, with no substitution possible between 

the two factors, gives the model an extreme rigidity and lack of plausibility. 

Another difficulty that renders the warranted rate of growth a dubious 

concept is the fact that investment decisions are made not by the economy as 

a whole but by individual firms, and not all of these firms will be expanding 

at the same rate—indeed, some firms may be declining even though the 

economy in general is growing.8 Thus, while the model has some pedagogi¬ 

cal value in illustrating the concept of self-sustaining growth, its practical 

significance is very doubtful. 

The equation for the warranted rate of growth in the Harrod model 

(Equation 16) is Gw — s/Cr, while the conclusion to be drawn from the 

Domar model (Equation 9) is that in order for full employment to be 

maintained, income must grow at rate <xa. Since s in Harrod and a in Domar 

both represent the average (and marginal) propensity to save, and since, 

7 Harrod’s notion of the economy “bouncing off the ceiling” forms part of the basis 
of the theory of the business cycle developed by J. R. Hicks in his A Contribution to the 
Theory of the Trade Cycle (London: Oxford University Press, 1950). 

8 This is pointed out by T. C. Schelling in his "Capital Growth and Equilibrium,” 
American Economic Review, Vol. XXVII, December 1947, pp. 864-76. Another objection 
raised by Schelling is that the fact that growth at the rate Gw utilized capacity fully in 
one period would not necessarily imply that producers would engage in a further equal 
proportional expansion in the next period as Harrod assumed. This same objection was 
raised by S. S. Alexander in "Mr. Harrod’s Dynamic Model,” Economic Journal, Vol. LX, 
December 1950, pp. 724-39. 
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in essence, <r (AY/AK) in Domar is the reciprocal of Cr (AK/AY) in 

Harrod, we have a = s, and <r — 1/C„ so that 

Ca<r) Domar ~ CS/^r) Harrod 

The fact that the growth rates in the two models are the same—or at least 

very similar—has resulted in a tendency to lump the two together and refer 

to them jointly as the "Harrod-Domar model.” The fact is, however, that, 

as explained above, there are substantial differences between the models. 

CONCLUSION 

We conclude this discussion by observing that while the Domar and 

Harrod models yield useful insights, they are too simplified to provide really 

satisfactory vehicles for analysis of the phenomenon of economic growth. 

Accordingly, in the next chapter we turn to more complex models that enable 

us to take account of factors other than capital formation that affect the 

rate of growth. 



Chapter 

19 

MORE COMPLEX MODELS OF 

ECONOMIC GROWTH 

One method of analyzing the determinants of productive 

capacity and its growth is to make use of a production function. The 

production function is one of the basic relationships of economic theory. It 

shows the output of a product as a function of the inputs of the factors of 

production used in producing it. For example, the production function of a 

firm might be written: 

y = /Ol, *2, X3, . . . Xn') 

where y is the output of the firm measured in physical units of product, and 

xu x2, . . . xn are the inputs of the n factors of production used by the firm 

also measured in physical units. The production function of a steel-producing 

firm, for instance, would show the number of tons of steel produced by the 

firm during a certain period of time as a function of the quantities of pig 

iron, limestone, coke, and other materials used, the number of man-hours of 

labor of various kinds employed, and the number of units of capital of 

various types used.1 

There are certain properties that generally characterize production func¬ 

tions which should be set forth briefly. The first is the property of diminish¬ 

ing returns or diminishing marginal productivity. That is, if the quantities of 

all the factors except one are held constant, the additional output resulting 

from the application of an additional unit of that factor will decline as the 

quantity employed increases. Thus, with all factors other than labor held 

1 If, as is commonly the case, the firm produces several products, the production function 
might be 

yi — /Oi> *2, . ■ • xn, y~i, yz, . . . ym) 

where y1 is the quantity of product one produced, xlt x2, . . . xn are the quantities of each 
of the n factors, and y2, y3, . . . ym are the quantities of each of the other m — 1 products 
produced. That is, the quantity of product one produced is a function of the quantities 
of each of the factors employed and the quantities of each of the other products produced. 
This production function is sometimes written in implicit form 

<t>Cxi, x2, , xn,yuy2, . . . ym) = 0 

The multiproduct case will not, however, concern us in the present context. 

401 
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constant, if the addition of an 11th worker when 10 are already employed 

increases output by 10 units of product, then the addition of a 12th worker 

would increase output by less than 10, say 8, units of product. The explana¬ 

tion for diminishing returns is essentially that as more of one factor is 

employed with the quantities of other factors held constant, each unit of the 

variable factor has a reduced quantity of other factors to work with and 

output therefore does not rise in full proportion to the increased application 

of the variable factor.2 

The second characteristic of production functions relates to returns to 

scale—that is, the way in which output changes as the quantities of all 

factors are varied in the same proportion. What will happen, for example, to 

output if the inputs of all factors are increased by 10 percent? There are 

three possibilities as follows: 

Output Increases by Nature of Returns 

More than 10 percent.Increasing returns to scale 

Exactly 10 percent.Constant returns to scale 

Less than 10 percent.Decreasing returns to scale 

If all factors are genuinely variable, constant returns to scale seems the most 

plausible result to expect under normal circumstances. If factors were 

combined in the optimal fashion initially, it should be possible to expand the 

scale of operations while maintaining this optimal combination.3 However, 

it is possible in some cases that an increased scale of operations may permit 

the achievement of greater efficiency, thereby resulting in increasing returns 

to scale. Decreasing returns to scale would generally mean that some hidden 

factor of production, such as management, is not really being increased in 

proportion—that is, that the requirement of a proportional increase in all 

factors is not really being fulfilled. 

AGGREGATE PRODUCTION FUNCTIONS 

The concept of a production function can be applied to the economy as a 

whole—that is, the GNP can be related functionally to the quantities of 

capital and labor employed. Indeed, we made use of such an aggregative 

production function in ajrudimentary way in our discussion of price flexibil- 

2 If the fixed factors are divisible so that the quantity actually used can be varied to 

match the inputs of the variable factor, it is possible to have constant marginal productivity 

over a certain range. However, this does not concern us in the present context. 

3 Since factors of production are available in discrete units, that is, are not infinitely 

divisible, it may not be possible to increase the inputs of all factors by a very small 

proportion—for example, a steel firm will not be able to increase the number of blast 

furnaces by 10 percent unless it already has 10 blast furnaces in operation. This means 

that there may be ranges within which production can only be increased by applying more 

variable factors to a certain quantity of fixed factors, thereby encountering diminishing 

returns. This point is, however, not relevant in the present context. 
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ity and employment in Chapter 15. The curve OP in Panel B of Figure 

15—l4 5 shows aggregate output (Y) as a function of the quantity of labor 

employed (N), and may be written algebraically as 

Y = f(Ny K) 

where K is the stock of capital, which is assumed to be constant in 

accordance with the usual Keynesian analysis, and is therefore not depicted 

in the diagram. The fact that the curve OP becomes flatter as one moves out 

along it—i.e., that output does not increase in full proportion to the increase 

in employment—reflects the operation of diminishing returns as more labor 

is employed with a fixed amount of capital.0 What we propose to do now is 

to extend this concept of the aggregate production function to consider 

circumstances in which the quantities of both labor and capital are variable, 

as a means of studying the determinants of growth. 

Before proceeding with the discussion of aggregate production functions, 

however, it may be well to point out some pitfalls in this kind of analysis. It 

should be remembered that, as pointed out above, a production function is, 

strictly speaking, a relation between the physical output of a product and the 

physical inputs of various factors of production that are used to produce it. 

In the case of an aggregate production function, as usually formulated, 

output is represented by the GNP valued at constant prices, and inputs of 

labor and capital are represented by man-hours or man-years of labor 

employed and by an estimate of the dollar value of the aggregate capital 

stock deflated for price changes. This raises several difficulties. 

1. In a genuine production function, labor of each different type and skill 

would be treated as a separate input, whereas in the aggregate production 

function all labor is treated as homogeneous and capable of being measured 

simply in aggregate man-hours. Thus, there can be important changes in 

labor input resulting from changes in the skill and occupational composition 

of the labor force that are not reflected in the measure of labor input used in 

an aggregate production function. 

2. Both output (GNP) and the capital stock are measured in aggregate 

deflated dollar values and are therefore subject to changes of composition 

that are not reflected in the data. In truth there are many production 

functions in the economy—one for each producing firm—representing phys¬ 

ical relationships between outputs and inputs, and the aggregate production 

function is a combination of these relationships weighted in a complex way 

4 See Chapter 15, p. 327. 

5 Curve DD in Panel A of Figure 15—1 also reflects diminishing returns to labor. The 
vertical height of this curve for any value of N corresponds to the slope of curve OP 
in Panel B for that same value of -N. Thus, the height of DD in Panel A measures the 
marginal product of labor, and the fact that the curve has a negative slope is a reflection 
of diminishing marginal productivity. 
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by the relative values of output produced by these individual firms. Thus, an 

aggregate production function reflects not only the physical relationships 

between outputs and inputs of various firms but also the effects of changes in 

relative prices that occur as a result of changes in the supply of and demand 

for various products. That is, the aggregate production function reflects the 

entire operation of the economic system and not merely physical relation¬ 

ships between outputs and inputs. 

3. In constructing aggregate production functions, inputs of materials are 

neglected on the ground that these materials are supplied by one firm and 

used by another and therefore cancel out for the economy as a whole, 

leaving only labor and capital as the basic factors of production. In fact, 

given the complexity of the relationships that exist among firms, this is not 

likely to be a legitimate assumption. 

The student should not conclude, on the basis of these complications, that 

the aggregate production function is of no value in the study of the 

operation of the economy. However, in view of the fact that it is no more 

than a crude analogy to the legitimate concept of the production function 

that is employed in the theory of the firm, it is doubtful whether very 

fine-spun distinctions and theorems drawn from production theory have a 

useful role to play in the study of the economy as a whole. 

The Cobb-Douglas Production Function 

A particular form of production function that has been widely used and 

has proved to be helpful in the analysis of economic growth is the Cobb- 

Douglas production function which may be written as follows:6 

Y = AKaNP 

where Y is output (GNP), K is the stock of capital, N is the quantity of 

labor employed, and A, a, and (3 are parameters. In general, a and (3 are posi¬ 

tive and less than unity.7 

6 For a discussion of some of the earlier work involving the Cobb-Douglas production 

function, see P. H. Douglas, "Are There Laws of Production?” American Economic Re¬ 
view, Vol. XXXVIII, March 1948, pp. 1-41. The use of the Cobb-Douglas production 

function (as well as certain other types of production functions) in the analysis of eco¬ 

nomic growth is discussed in T. W. Swan, "Economic Growth and Capital Accumulation,” 

Economic Record, Vol. XXXII, November 1956, pp. 334-61; and R. M. Solow, "A 

Contribution to the Theory of Economic Growth,” Quarterly Journal of Economics, 
Vol. LXX, February 1956, pp. 65-94. 

7 The Cobb-Douglas production function can easily be written in logarithmic form. 

Taking logarithms of both sides of the equation, we have 

log Y = A' + a log K -+- /S log N 

where A' = log A. In this form, the equation is very easy to fit to data by regression 

techniques in order to obtain estimates of A, a, and /3. 
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The nature of the returns to scale depends upon the value of a -j- /?, 

as follows: 

a + > 1 Increasing returns to scale 

a + jS = 1 Constant returns to scale 

a + /?< 1 Decreasing returns to scale 

In order to simplify matters somewhat, we shall assume constant returns to 

scale. In this case, /3 = 1 — a, so we can write 

Y = AKaNl~a (1) 

To illustrate the fact that this equation does show constant returns to scale, 

let us take a numerical example in which A = 1, and a = Vi- Then we have 

Y = K# 

Then if K = $400 billion and N =■ 100 million man-years we have 

Y = (400>(100> = v^^OO X V100 = V40,000 
Y = $200 billion 

Suppose now that the inputs of capital and labor are both increased by 10 

percent, to $440 billion and 110 million man-years, respectively. Then we 

have 

y = (440)4(110)* = V440 X VllO = V48,400 
Y = $220 billion 

Thus, a 10 percent increase in the inputs of capital and labor brings a 10 
percent increase in output from $200 billion to $220 billion. 

The parameter a is the elasticity of output with respect to capital input, 

and 1 — a is the elasticity of output with respect to labor input. This is 

apparent from the following relation:8 

dY 

Y 
dK+n 

“k + (1 «) 
dN 

N 

8 This relation can be derived by the application of elementary calculus. Taking the 

total differential of Equation 1, we have 

dY = ocAKa~lNl~adK + (1 - oc)AKaN~adN 

Dividing this equation through by Y = AKaN1~ct, we have 

dY aAKa-1N1~adK (1 - a)AKaN-adM 
Y ~ AKaN^a + AWN1-" 

dY 

Y 

dK dN 

*Tr+0-“)7r 

or 
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If capital input increases with labor input constant (dN — 0), we have 

Y a K 

That is, 

Percentage increase in Y = a X Percentage increase in K 

Similarly, if labor input increases with capital input constant (dK — 0), we 

have 

dY ^ .dN 
Y — (1 °0 

Percentage increase in Y = (1 — a) X Percentage increase in N 

A numerical illustration will help to clarify these relationships. Suppose 

we have, as in our earlier example, A = 1, a = 1/2, and initially, 

K = $400 billion, and N — 100 million man-years. Then 

billion with 

Y = (400X100)* = $200 billion 

Now suppose capital input increases by 10 percent to 

labor input unchanged. Then 

Y = (440X100)* = V440 X Vl00 = V44,000 

Y = $209-8 billion 

Thus, an increase of 10 percent in capital input brings an increase of 4.9 

percent (from $200 billion to $209.8 billion) in output. That is, with 

a — 1/2, the percentage increase in output is approximately one half of the 

percentage increase in capital input. The reason the increase in output is not 

precisely 5 percent is that the relationships in Equations 2 and 3 hold exactly 

only for infinitesimally small changes. 

Technological Change 

It is a relatively simple matter to introduce technological change into the 

Cobb-Douglas production function, at least in a limited way. This can be 

done by inserting a time trend as follows 

Y = AertKaN1~a (4) 
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where e (2.71828 . . .) is the base of the Napierian system of logarithms, 

and r is the time rate of technological improvement.9 

Several different kinds of technological change are generally recognized. 

Technological change is sometimes said to be labor-saving if it raises the 

marginal product of capital relative to the marginal product of labor, 

capital-saving if it raises the marginal product of labor relative to the 

marginal product of capital, and neutral if it raises the marginal products of 

labor and capital in the same proportion.10 In this sense, the technological 

change we are allowing for is neutral technological changed Another 

question is whether technological change must be embodied in capital 

equipment in order to become effective or whether it is disembodied, that is, 

9 The constant e can be derived as follows: suppose V is the value of $1 invested at 

interest rate 100r percent for n years with interest compounded once a year—that is, ; 

V = (1 + r> (*) 

If interest is compounded twice a year, this becomes 

f=(i+£)“ 

and when interest is compounded m times a year, it becomes 

If we let x = m/r, the expression [1 + 1/ (m/r)]m/r becomes 

It can be shown that as x becomes larger and larger—because compounding becomes more 

and more frequent—the value of (1 + 1/x)* approaches a certain number as a limit. 

This number is 2.71828 . . . = e. Thus, if compounding is continuous. Equation i above 

becomes 

V = ern 

10 See J. R. Hicks, The Theory of Wages (London: Macmillan & Co., Ltd., 1932), 

pp. 121-27. 

11 Differentiating Equation 4 partially with respect to K and N, we obtain the marginal 

products of capital and labor, 

I—a 

— marginal product of capital 

= marginal product of labor 

Dividing — by ~ ? we obtain 

Marginal product of capital a N 

Marginal product of labor 1 — a K 

Since this expression does not involve the allowance for technological change, ert, it is 

apparent that the technological change is neutral in the sense indicated in the text. 

dY 

dK 
= (1 — ot)Ae (I) 

dY 

dK 
= aAert (I) 
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exists as an independent force affecting output without requiring new invest* 

ment in equipment to become operative. The issue of embodied versus 

disembodied technological change has important implications for economic 

growth, which we will discuss below. It should be noted at this point that 

the technological change allowed for in Equation 4 is of the disembodied 

variety; that is, it operates independently of investment and does not need to 

be incorporated in capital equipment to become effective. 

In Equation 4, the factors affecting output are broken into three 

categories: technical change (eT>), capital (K), and labor (N). In this 

context, technical change necessarily takes on a broad meaning—in effect, 

it is a residual which accounts for everything affecting output other than the 

aggregate private capital stock and the aggregate supply of labor. Thus, it 

includes not only the effects of inventions and technical innovations but 

also the effects of such other developments as (a) increases in labor skills 

resulting from education and training, and (b) public investment in social 

overhead capital, such as highways, to the extent such investment indirectly 

increases the efficiency of private industry. 

The following expression involving rates of growth can be derived from 

Equation 412 

y — r + ak + (1 — a)n (5) 

where y is the percentage rate of growth of output ( GNP), r is the percent¬ 

age rate of technological improvement, k is the percentage rate of growth 

of the capital stock, and n is the percentage rate of growth of the supply 

of labor. That is, the rate of growth of output may be accounted for as the 

sum of three components: 

1. The rate of technological improvement (r). 

2. The elasticity of output with respect to the capital stock (a) times the 

rate of growth of the capital stock (k). 

3. The elasticity of output with respect to labor input (1 — a) times the 

rate of growth of labor input (n). 

12 Differentiating Equation 4 totally with respect to time yields 

~ = rAerlKaN1~a + aAe^K^N1^ ~ + (1 - a)AertKaN~cl ^ 
dt dt v ' dt 

Dividing through by Y — AeTtKaN1~a, we obtain 

IdY , ldK , . 1 dN 
Y dt r + a Kdt + ^ ^ N dt 

Letting y — (1 /Y) (dY/dt) = rate of growth of output, k = (1 /K) (dK/dt) = rate of 

growth of capital, and n — (1/N) (dN/dt) = rate of growth of labor, we obtain Equation 

5 in the text. It may be noted that y, k, n, and r are instantaneous percentage rates of 

growth, that is, they involve continuous compounding as explained in footnote 9. How¬ 

ever Equation 5 holds approximately for ordinary annual percentage changes. 
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For example, if technical progress is proceeding at a rate of 1 percent per 

year, the capital stock is growing at 2 percent per year, the labor force is 

growing at 1.5 percent per year, and a = 0.3, the rate of growth will be 

y — 1 + (0.3)(2) + (0.7)0--5) = 7.65 percent per year 

Now let us suppose that net saving (S) under conditions of full employ¬ 

ment is a constant proportion (s) of GNP; that is, 

S= sY 

If full employment is to be maintained it will be necessary for net invest¬ 

ment (/) to be kept equal to the net saving that will occur at full 

employment. This would generally require that appropriate fiscal and mone¬ 

tary policies be adopted. In this context, net saving is, of course, not merely 

personal saving; rather it includes personal saving plus corporate saving 

(corporate retained earnings) plus the surplus (or minus the deficit) in the 

government budget. 

No matter what the initial capital endowment of the economy is in 

relation to income, if the saving rate, s, is established at a certain level and 

remains there, the rate of growth of capital will gradually approach equality 

with the rate of growth of income—that is, y will approach equality with 

kY Thus, the equilibrium rate of growth for any given saving rate can be 

obtained by setting k equal to y in Equation 5 above, which yields for the 

equilibrium rate of growth of income 

. r y = n + -- 

1 — a 

Similarly, the equilibrium rate of growth of capital is 

k = n + — (6) 
I — a 

The interesting point about this result is that it shows that the equilibrium 

rate of growth is independent of the saving rate, s. That is, an increase in the 

saving rate does not permanently raise the rate of growth. 

It should be noted, however, that investment is the increment to the 

capital stock, so that the percentage growth of capital is equal to l/K; 

moreover I = S = sY. Thus 

13 This is intuitively plausible: if income is growing and the increments to capital 
resulting from saving and investment are a constant fraction of income, it seems reasonable 
that the rate of growth of the stock of capital will gradually approach the rate of growth 
of income. It can in fact be rigorously proved that, for the Cobb-Douglas model with 
neutral technological change and a constant saving rate, k will indeed approach y 
asymptotically. 
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Substituting this in Equation 6, we have, in equilibrium, 

sY , r 

K ~ ”+ 1 - a 

or 

K 

Y 

K1 ~ «) 
n(l — ct) + r 

That is, even though an increase in the saving rate does not permanently 

increase the rate of growth, it does raise the equilibrium capital output ratio 

in direct proportion. 

A numerical illustration may help to clarify these relationships. Suppose 

the labor supply grows at 1.5 percent (n = 0.015), the rate of technologi¬ 

cal change is 1.4 percent (r — 0.014), the elasticity of output with respect 

to capital input is 0.3 (a = 0.3), the elasticity of output with respect to 

labor input is 0.7 (1 —« = 0.7), and the labor supply (N) is initially 437 

million units. Under these conditions, the equilibrium rate of growth of 

income and capital is 

y — k = n + = 0.035 or 3.5 percent 

To begin with, let us suppose that the saving rate is 10.5 percent 

(s = 0.105); this yields an equilibrium capital-output ratio of 

K K i - «) 
= 3 

Y n(l — ct) + r 

If we assume that the economy is initially (i.e., when t — 0) on the 

equilibrium growth path corresponding to the given labor force and capital- 

output ratio, then GNP at that time would be $700 billion (and the capital 

stock would have to be $2,100 billion).14 If the saving rate remains at 10.5 

percent and if necessary measures are taken to insure that all of the savings 

14 Designating the initial labor supply as N0, the labor supply in any period t will be 
Noent. The equilibrium stock of capital is given by K= [j(1— )/(»(l— a) +f)}, 
from Equation 7. Substituting these values into Equation 4, we have 

or 

Yt = A ( -rf1 ~ V !-«)]* \<1 — a) + rj 

Solving explicitly for Yf (which appears on both sides of this equation), we obtain 

Assuming for simplicity that A = 1 and substituting the values given above (s= 0.105, 
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FIGURE 19-1 

Illustrative Growth Paths 

generated by this saving rate at full employment are invested, the economy 

will grow along the path PP in Figure 19—1, starting with a GNP of $700 

billion when t — 0 and growing at a rate of 3-5 percent. 

Now suppose that at the end of the fifth year, the saving rate rises to 

12.25 percent (s ~ 0.1225). The equilibrium growth rate is still 3.5 per¬ 

cent, since, as explained earlier, this rate is independent of the saving rate. 

However, the equilibrium capital-output ratio, K/Y, rises to 3-5. The equi¬ 

librium growth path corresponding to a saving rate of 12.25 percent is 

represented by P'P' in Figure 19—1; this path is above the path PP corre¬ 

ct = 0.3, n — 0.015, r — 0.014, and N0 = 437), we obtain 

Yt = (3)3/7(437>°-036t 

For t— 0, we have (since e° — 1) 

Yo = (3)3/7(437) = $700 billion 

The growth path PP corresponding to a 10.5 percent saving rate in Figure 19—1 then 
becomes simply 

Yt = Yo0°-O35{ = 700«0-°38‘ 
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sponding to a saving rate of 10.5 percent, but the rate of growth is the same, 

3.5 percent.15 When the saving rate rises, the rate of growth will increase 

(assuming, of course, that measures are taken to insure that the additional 

saving is matched by investment), and GNP will move along the dashed 

path QR in Figure 19-1- The capital-output ratio will gradually increase 

from its original equilibrium value of 3, corresponding to path PP, and a 

saving rate of 10.5 percent toward its new equilibrium value of 3.5, corre¬ 

sponding to path P'P' and a saving rate of 12.25 percent. As time passes, the 

rate of growth will slow down toward its original value of 3.5 percent and 

the economy will move gradually toward the higher growth path P'P'. In 

a sense, the rise in the saving rate will not permanently affect the growth 

rate, but it will nevertheless permanently raise GNP above the levels that 

would have prevailed had the saving rate remained at 10.5 percent. 

Thus, if the saving rate is constant, the rate of growth of income—and 

also the rate of capital accumulation—is ultimately determined by the rate 

of growth of labor input (n), the rate of technical progress (r), and the 

elasticity of output with respect to capital (a), in accordance with the 

equation: 

y = k = n + -- 
1 — a 

Any increase in n, r, or a will, therefore, raise the growth rate. 

It should be emphasized that the above analysis relates to the growth of 

potential or capacity output under conditions of full employment, as defined 

in accordance with the analysis presented in Chapter 17, and is predicated on 

the assumption that fiscal and monetary policies are adopted which are 

successful in keeping the economy operating continuously at full employ¬ 

ment.16 In practice, the inducement to invest is likely to undergo fluctuations 

reflecting, for example, the operation of the acceleration principle as ex¬ 

plained in Chapter 9 and this introduces complications into the analysis of 

economic growth. 

1. If, as is very likely, it does not prove possible to make adjustments in 

policy that fully compensate for fluctuations in investment demand, GNP 

15 The equation of the growth path P'P', corresponding to that given in footnote 14 
for path PP is 

Y( = (3.5)3/7(437>°-035< 

For t — 0 

Y0 = (3.5)3/7(437) = $748 billion 

Thus, the growth path becomes simply 

Yi = Yotf0 035* = 748e°-035< 

16 If prices and wages were fully flexible, a growing economy might automatically 
maintain itself at full employment in accordance with the analysis presented in Chapter 
15, pp. 325-29- However, the necessary degree of price and wage flexibility is clearly 
not present in reality, and appropriate adjustments in fiscal and monetary policy would 
therefore in fact be necessary. 
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may undulate around the full employment growth path, dropping below the 
path in periods of less than full employment and rising above it in periods 
of inflation and over-full employment. It may be noted that these fluctua¬ 
tions in actual GNP will be reflected in cyclical movements of the growth of 
potential or capacity output. Declines in investment in recession periods will 
reduce the rate of capital accumulation and slow down the growth of 
potential output, and unusually high levels of investment in periods of 
prosperity will accelerate the pace of capital accumulation and cause poten¬ 
tial output to grow more rapidly. 

2. Even if it is possible by means of fiscal policy to offset perfectly the 
effects on aggregate demand of fluctuations in the inducement to invest and 
thereby keep the economy operating continuously at full employment, there 
will nevertheless be fluctuations in the growth of potential and actual 
output. These fluctuations will show up in the form of variations in the net 
saving rate. When investment demand declines, it will be necessary to 
reduce taxes or increase government expenditures, thereby moving the 
government budget in the direction of a deficit. Since the government 
surplus is a portion of the net saving of the economy, such a movement 
toward a deficit will constitute a reduction in the saving rate. Conversely, 
when investment demand is unusually strong, taxes will need to be increased 
or government expenditures reduced to prevent aggregate demand from 
rising above full employment levels. This will move the budget toward a 
surplus and increase the net saving rate. Thus, compensating changes in 
saving and investment will cause capital accumulation and the rate of 

-- growth of output to undergo fluctuations. 
3. If the economy is allowed to fall substantially below full employment 

and to remain in such a condition for a prolonged period of time, the growth 
of potential output may be sharply reduced as the inducement to invest is 
weakened. Historically, the most serious case of this kind is the 1930’s, when 
the Great Depression weakened investment incentives so severely that pro¬ 
ductive capacity grew hardly at all for a whole decade. A similar but less 
severe case was the period from 1957 to perhaps 1963, when unemployment 
fluctuated between 5 and 7 percent and there was a sufficient loss of 
confidence on the part of businessmen to keep investment at abnormally low 
levels. It may be noted that a prolonged period of unemployment and weak 
markets for output may not only reduce investment but also induce a 
cautious and unprogressive attitude on the part of business and labor that is 
not conducive to the introduction of those technological improvements that 
are vital to rapid economic growth. 

INVESTMENT VERSUS TECHNOLOGICAL CHANGE AS SOURCES 
OF ECONOMIC GROWTH 

In terms of the framework developed above, the rate of growth of 
productive capacity depends upon the rate of growth of the full employment 
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or 

y — n — r -\r a(k — n) 

Now y — n is the rate of growth of output per man-hour, and k — n is the 

rate of growth of capital per man-hour. Thus, if output grows at 3 percent 

per year while the number of man-hours grows at 2 percent per year, out¬ 

put grows 1 percent faster than man-hours, or output per man-hour grows 

at a rate of 1 percent per year. If we let yn =■ y — n — the rate of growth 

of output per man-hour and kn — k — n — the rate of growth of capital 

per man-hour, we have 

Jn= r Ar akn (8) 

It is an elementary proposition in the theory of the firm that under 

conditions of pure competition—that is, when the individual firm takes the 

price it receives for its product and the prices it must pay for factors of 

production as given and not capable of being influenced by its own actions 

—each factor of production will be hired up to the point at which its price is 

equal to the value of its marginal product. The value of the marginal 

product (VMP), in turn, is equal to the marginal physical product of the 

factor (MPP) multiplied by the price of the product (P). That is 

VMP = MPP X P 

Thus, we have 

£ = VMP = MPP X P 

where Q is the price of the factor. The real remuneration of the factor is 

therefore 

^ = MPP 

That is, under conditions of pure competition, each factor receives a real 

rate of remuneration equal to its marginal physical product. Thus, if there 

are only two factors of production, capital (K) and labor (1ST), the real 

remuneration of a unit of capital is equal to the marginal physical product 

of capital (MPPk) and the real remuneration of a unit of labor is equal to 

the marginal physical product of labor (MPPN). The aggregate real income 

of each factor is obtained by multiplying the quantity of that factor in 

use by its remuneration per unit; that is 

K X MPPk = Aggregate real income received by owners of capital 

N X MPPk ~ Aggregate real income received by labor 

The proportional shares of total income (Y) going to capital and labor are 
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K X MP jc _ practjon q£ tota} income received by the owners of 

capital. 

—= Fraction of total income received by labor 

If capital and labor are the only factors of production, these two fractions 

must account for total income—that is, they must add up to unity: 

K X MPPk N X MPPn _ 
y ‘ y 1 

It can be shown for the Cobb-Douglas production function (Equation 4) 

that under conditions of competition in which capital and labor receive their 

respective marginal products, a is the share of income received by capital.18 

That is, 

K X MPPk 

a Y 
Solving Equation 8 for r we have 

r = yn — oikn (9) 

If we now think of r, yn, a, and kn as varying from year to year rather than 

remaining constant, values of y, a, and k can be calculated, and Equation 9 

can be used to make an estimate of r. This can be illustrated by Solow’s 

calculation for 1922:19 

Private 

Nonfarm 

GNP per 

Man-Hour 

Employed 

Capital per 

Man-Hour 

1922. .$0,788 $2.49 

1923. .$0,809 $2.61 

Increase.... . 2.7% 4.8% 

ceAerlKaNl~a 

18 Using the expression for the marginal product of capital derived in footnote 11, 
the share of income going to capital is 

dY r /N\ l~a 

KXMPPk_ KdK KaAer\Kj cxAertKaN1~a 

Y Y AertKaNl~a AertKaNl~a “ 

The share of income going to labor can be shown similarly to be equal to 1 — a. 

19 Government and agriculture were excluded from Solow’s calculations: thus, 
he used private nonfarm GNP rather than total GNP. Since the unemployment rate 
varied considerably from year to year during the period covered and since the portion of 
the capital stock actually in use presumably varies with employment of labor, Solow made 
a crude adjustment to allow for unemployment of capital. This was done by assuming that 
unemployment of capital varies in direct proportion to unemployment of labor. Thus, 
if the unemployment rate in a certain year was 6 percent (i.e., 94 percent of the labor 
force was employed), the employed capital stock in that year was taken to be 94 percent 
of the total capital stock. 
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Thus, yn is 0.027, and kn is 0.048. In addition, the share of income going 

to capital (the value of a) in 1922 was 0.339. Using these figures, we have 

r — yn — Oikn 

r = 0.027 - (0.339)(0.048) 
r = 0.011 

Thus, Solow estimated that the rate of technological change in 1922 was 1.1 

percent. 

Oil the basis of calculations of this kind for each year, Solow estimated 

that the rate of technological change averaged about 1.5 percent per year 

over the period 1909-49- His most important finding was that technological 

change accounted for about seven eighths of the total increase in output per 

man-hour during this period, while capital formation accounted for only 

about one eighth. In other words, on the basis of this model, it would appear 

that technological change has been about seven times as important as 

investment as a source of economic growth in the United States. This would 

seem to suggest that measures to stimulate investment would not be very 

effective in raising the growth rate. Indeed, if an effort is to be made to 

increase the rate of growth, Solow’s analysis indicates that it would be more 

efficient to undertake measures to accelerate technological change, since this 

appears to be much more important than capital formation as a stimulant to 

growth. It should, of course, be recognized that in the context of Solow’s 

model "technological change” has a very broad meaning—indeed, it takes in 

everything that affects output per man-hour except investment in business 

plant and equipment. Thus, governmental measures aimed at stimulating 

"technological change” might include not only devices for encouraging 

research and invention but also expenditures on education and public health 

designed to improve labor skills and efficiency, expenditures on such things 

as highways which would indirectly raise the efficiency of private industry, 

and so on. 

The model used by Solow in this study involves three crucial assump¬ 

tions: (I) that the economy operates under conditions of constant returns to 

scale; (2) that factors of production receive real rates of remuneration 

equal to their marginal physical products, which would, strictly speaking, be 

the case only under conditions of pure competition; and ( 3) that technolog¬ 

ical change is independent of capital formation in the sense that technologi¬ 

cal improvements do not need to be embodied in new capital equipment in 

order to produce their effects. The first assumption is probably fairly innocu¬ 

ous, since there is some evidence that the American economy has, in fact, 

experienced constant returns to scale, at least approximately. The second 

assumption is much more questionable, because the economy clearly con¬ 

tains many monopolistic elements and market imperfections which presuma¬ 

bly add up to a substantial departure from conditions of pure competition. 

The third assumption is very questionable, since it seems quite apparent 

from everyday observation that many—perhaps most—improvements in 
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productive technique need to be embodied in new forms of capital equip¬ 

ment in order to become effective. Moreover, as we shall see below, when 

this assumption is changed, the conclusions reached in Solow’s 1957 study 

are radically altered. 

Embodied Technological Change 

The study described above involved the extreme assumption that all 

technological change is disembodied—i.e., that none of it needs to be 

embodied in capital to become effective. In another study, published in 

TABLE 19-1 

Illustrative Calculation of Capital Stock Adjusted for Technical Progress 

a) 
Unadjusted Capital 

Stock (Kj 

Capital stock 

Adjusted for 5 % 

Embodied Technical 

Progress (Jj 

Capital stock, beginning of year 1. . .1,000.0 1,000.0 
Less: Capital consumption, year 1. .. 100.0 100.0 

Plus: Gross investment, year 1. .. 110.0 110.0 

Equals: Capital stock, beginning of year 2. . .1,010.0 1,010.0 
Less: Capital consumption, year 2. .. 105.0 105.0 
Plus: (1) Gross investment, year 2. . . 120.0 

(2) Adjusted gross investment, year 2 (1.05 X 120)... 126.0 

Equals: (1) Capital stock (K), beginning year 2. .. 1,025.0 

(2) Adjusted capital stock (/), beginning year 3.... 1,031.0 

Less: Capital consumption, year 3. . . 108.0 108.0 
Plus: (1) Gross investment, year 3. . . 120.0 

(2) Adjusted gross investment, year 3 (1.052 X 120). . 132.3 

Equals: (l) Capital stock (K), beginning of year 4. ..1,037.0 

(2) Adjusted capital stock (/), beginning of year 4... 1,055.3 

1962, Solow experimented with the alternative extreme assumption that all 

technological advance needs to be embodied in newly produced capital 

goods before it can have any effect on output.20 Solow starts by assuming 

that capital goods produced in any year are g percent more productive than 

capital goods produced the year before. On the basis of this assumption, he 

constructs adjusted estimates of the capital stock corrected for this steadily 

increasing efficiency. His procedure is illustrated by a numerical example in 

Table 19-1, in which it is assumed that the capital stock at the beginning of 

the initial year is 1,000 and that g, the rate of increase in the productivity of 

new capital, is 5 percent per year. 

20 R. M. Solow, "Technical Progress, Capital Formation, and Economic Growth,” 

American Economic Review, Vol. LII, May 1962, pp. 76-78. 
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The annual amounts of capital consumption allowances and gross invest¬ 

ment are taken to be given in this example, and the unadjusted capital stock, 

K (column 1), is calculated for each year by subtracting capital consump¬ 

tion allowances from the stock at the beginning of the previous year and 

adding gross investment. The capital stock adjusted for technical change, J 
(column 2), is calculated in a similar way except that gross investment is 

multiplied by a factor—1.05 for year two, 1.052 for year three, etc.—to 

correct for the assumed 5 percent per year increase in the efficiency of new 

capital goods resulting from technological improvement. 

Note particularly that the improvement factor is applied to gross invest¬ 

ment, which includes investment intended to replace depredated capital 

equipment as well as new investment which increases the stock of capital. 

When depreciated equipment is replaced, it can be assumed that the newest 

model is installed and therefore that replacement investment as well as new 

investment is a vehicle by which new technology is introduced into the 

economy. 

Solow uses a Cobb-Douglas production function with constant returns to 

scale. The function takes the form 

Y = AJaNl~a (10) 

It differs from the production functions discussed earlier in two respects: 

(1) there is no allowance for disembodied technical change (i.e., the term 

er> is absent), and (2) the capital stock adjusted for embodied technical 

change (J) is substituted for the unadjusted capital stock (K). Y is defined 

as potential output—that is, the output that would be produced with the 

economy operating at 4 percent unemployment—while N is man-hours 

worked at full employment.21 The analysis is limited to the private business 

economy; that is, the GNP data exclude the product originating in govern¬ 

ment, households, the rest of the world, and the services of houses; and the 

investment series excludes investment by nonprofit institutions. 

Several different series for adjusted capital stock (/) are constructed, 

using different assumed values of g, the rate of embodied technical change. 

Typical are the results obtained when g takes on the value of 3 percent, that 

is, when it is assumed that the efficiency of new capital goods increases at 3 

percent per year. Fitted by regression techniques to data for the period 

1929-61, the equation yields a value of 0.51 for a, so that the growth 

equation becomes 

21 Since Solow fits his equation by regression techniques to data for the period 1929-61 
and since the economy operated at widely varying unemployment rates during this 
period, he introduced an adjustment factor which makes the relation between actual 
and potential output depend on the unemployment rate. This adjustment factor drops 
out when the unemployment rate is 4 percent, leaving Equation 10 applicable as an 
explanation of potential output (defined as the output that the economy can produce 
when it is operating at 4 percent unemployment). As pointed out in Chapter 17, footnote 
4, the adjustment factor enabled Solow to estimate the gap between actual and potential 
output as a function of the unemployment rate, and his results in this regard turned 
out to be remarkably similar to those of Okun, discussed earlier in that chapter. 
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y = 0.51/ + 0.49 n (11) 

where y is the percentage rate of growth of potential output, j is the 

percentage rate of growth of the adjusted capital stock, and n is the 

percentage rate of growth of full employment man-hours. 

For purposes of contrast, Solow also estimated an equation for the same 

period of the type 

Y = AertKa]SP-~a 
1 

in which technical change is entirely disembodied and the unadjusted capital 

stock is employed. This yielded a value of 2.5 percent for r and 0.11 for a. 

The corresponding growth equation is 

y = 0.025 + 0.11k + 0.89 n (12) 

The estimated rate of disembodied technical change of 2.5 percent derived 

in this study covering the period 1929-61 contrasts quite sharply with the 

estimate of about 1.5 percent given in Solow’s earlier study covering the 

period 1909-49, which was summarized above. 

The implications for economic growth of the two equations (11 and 12) 

are strikingly different. To illustrate the implications of disembodied techni¬ 

cal change as reflected in Equation 12, let us assume that full employment 

man-hours grow at 1 percent per year (n — 0.01). Suppose that initially 

the capital-output ratio (K/Y) is 1.75 and that 2.5 percent of the capital 

stock is retired each year. On these assumptions, the investment require¬ 

ments for various rates of growth are as shown in the following table:22 

22 The calculations in this table were made as follows: 
Column 2: These figures are obtained by solving Equation 12 for k when n — 0.01 

and y takes on the value shown in column 1. 
Column 3: Depreciation (D) is 2.5 percent of capital (K); that is D = 0.025K. 

Since it is given that K= 1.75Y, this implies that D — (0.025)(1.75)Y — 0.044Y. 
Thus, 4.4 percent of income must be invested to make up for depreciation and hold the 
capital stock constant. 

Column 4: If s is the saving (investment) rate, the rate of growth of capital is sY/K. 
That is, sY/K = k, or s = kK/Y. Since it is given that K/Y — 1.75, we have s = l.75k, 
with k taking on the value shown in column 2. 
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According to these calculations, output will grow at 3.4 percent as a 

result of disembodied technical change and growth of the labor force with 

no growth at all in the stock of capital. Gross investment will need to be 

only 4.4 percent of output, enough to make up for depreciation. To raise the 

rate of growth to 4 percent by increasing investment will require that the 

fraction of output used for gross investment be increased to 14.1 percent, 

while a growth rate of 4.5 percent will necessitate that 22.1 percent of 

output be allocated to gross investment. It may be noted that the equilib¬ 

rium rate of growth—-the rate that will prevail if capital and income are 

growing at the same rate—is 3-81 percent. To achieve this rate immediately 

with an initial capital-output ratio of 1.75 will require that 11.1 percent of 

output be allocated to investment, of which 4.4 percent will be required for 

replacement and 6.7 percent will be net investment.23 At a saving rate s, 
lower than 6.7 percent, the capital-output ratio will gradually decline; while 

at saving rates higher than this, the ratio will rise. In accordance with the 

analysis presented earlier in this chapter, if the saving rate remains constant, 

the rate of growth will gradually approach its equilibrium value of 3.81 

percent, no matter what the saving rate is. In order to cause output to rise at 

a rate faster than 3.81 percent in the long run, the saving rate will have to 

rise gradually, that is, a continually increasing fraction of output will need to 

be allocated to investment. 

Estimation of the capital requirements for growth when technology is 

embodied in capital (Equation 11) is more difficult because the adjusted 

capital stock grows not only as a result of net investment but also as a 

_ consequence of technical progress. However, Solow estimates the investment 

requirements for alternative rates of growth with embodied technical 

change, under conditions assumed above, as follows: 

Rate of Growth Required Gross 

(j) of Potential Investment 

Output as % of Y 

3.5%. 9.8% 
4.0.10.9 
4.5.12.0 

Comparing the results obtained by Solow on the alternative assumptions 

that technology is wholly disembodied and wholly embodied, the implica¬ 

tions of the latter model seem more reasonable. That the economy could 

achieve a 3.4 percent growth of potential output when the labor force grows 

at 1 percent per year with no net investment, as Solow’s results with 

disembodied technical change suggest, seems wholly implausible. Moreover, 

it seems very unlikely that the growth rate is as little affected by additional 

investment as this model suggests: to increase the rate of growth from 3.5 to 

23 Using Equation 7 above, the student can verify that the equilibrium capital-output 
ratio is 1.75, the same as the assumed initial capital-output ratio, when the saving rate 
(s) is 6.7 percent. 
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4 percent would require that the fraction of output devoted to investment be 

nearly tripled (from 5.4 percent to 14.1 percent). The model that assumes 

embodied technology indicates that investment of 9.8 percent of output 

would be needed to achieve a growth rate of 3.5 percent and that the 

investment ratio would need to rise by about 11 percent (of itself), to 10.9 

percent, in order to raise the rate of growth to 4 percent. If anything, 

however, this model may make the growth rate appear to be more respon¬ 

sive to changes in the investment ratio than is really the case. On purely 

statistical grounds, it is almost impossible to select one of Solow’s equations 

as being superior to the other. His equations, whether they assume disem¬ 

bodied technical change or embodied technical change with various values 

of g (the rate of increase in the efficiency of new capital) all explain the 

facts of U.S. growth from 1929 to 1961 exceedingly well.24 

Both Embodied and Disembodied Technical Change Present 

It seems reasonable to suppose that technology is partly embodied and 

partly disembodied rather than entirely the one or entirely the other. This 

possibility has been explored by Lester C. Thurow and Lester D. Taylor in a 

paper published in 1966.25 In general, the approach taken by Thurow and 

Taylor is rather similar to that employed by Solow in his 1962 paper. 

However, they do introduce one important new wrinkle: they allow for the 

embodiment of technical progress in labor as well as in capital. The idea 

here is that the quality of the labor force increases from year to year as a 

result of increased education, improved health, and enhanced technical 

skills. In addition, they allow for disembodied technical change. 

Thurow and Taylor tried out various alternative formulations of their 

model and selected as their "preferred” equation one which, expressed in 

terms of rates of growth, and fitted to data for the private economy for the 

period 1929-65, is as follows: 

y = 0.009 + 23; + 0.77^ 

where j is the rate of growth of the capital stock adjusted for improvement 

at the rate of 4 percent per year, and m is the rate of growth of full 

employment man-hours adjusted for improvement at the rate of 1 percent 

per year. As one would expect, the properties of this equation are intermedi¬ 

ate between those of the two equations (11 and 12) above taken from 

Solow’s 1962 paper. Disembodied technical progress occurs at a rate of 0.9 

percent per year as compared with zero in Equation 11 and 2.5 percent in 

24 The values of R2 (the coefficient of determination) range between 0.96 and 0.99 
for all of Solow’s equations. 

25 L. C. Thurow and L. D. Taylor, "The Interaction Between the Actual and Potential 
Rates of Growth,” Review of Economics and Statistics, Vol. XLVIII, November 1966, 
pp. 351-60. 
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Equation 12. On the other hand, the elasticity of output with respect to 

capital is 0.23, about half the value of 0.51 in Equation 11 and about twice 

the value of 0.11 in Equation 12. Thus, the investment requirements for 

moderate rates of growth are higher than in the case in which all technology 

is disembodied (Equation 12) but lower than in the case in which all 

technology is embodied (Equation 11). On the other hand, the responsive¬ 

ness of the rate of growth to changes in the rate of capital accumulation is 

greater than in the case in which all technology is disembodied but less than 

in the case in which all is embodied. 

While the "preferred” equation of Thurow and Taylor seems reasonable, 

this equation explains the facts of U.S. growth from 1929 to 1965 only 

slightly better than a number of other variants they tried. These alternatives 

ranged from equations in which it was assumed that all technology was dis¬ 

embodied to equations in which it was assumed that all technology was 

embodied with alternative assumed rates of improvement for capital and 

labor. Indeed, some 36 alternative equations were tried, and the explanatory 

power of each of them is so great that it is not possible to single out any one 

as clearly superior to the rest. 

While the research we have just reviewed is interesting and ingenious and 

a study of it brings out some of the difficulties in isolating the factors 

responsible for growth, the results are inconclusive and somewhat discourag¬ 

ing. Studies of this kind have thus far proved incapable of telling us whether 

technology is primarily embodied or primarily disembodied—although the 

former possibility seems the more intuitively reasonable—or of giving us a 

clear idea how potent an increase in investment is likely to be in accelerating 

growth. 

AN ALTERNATIVE APPROACH 

The most comprehensive effort to estimate the sources of past economic 

growth in the United States has been made by Edward F. Denison/6 Denison 

does not use a production function but instead adopts a somewhat different 

approach to the problem. He starts with time series for total output (real 

GNP), labor input, capital input, and the shares of income received by 

labor, capital, and land for the period 1909-58. The series for output and 

the various inputs are converted to index numbers, with 1929 as the base 

year. His basic method is illustrated by the following table which shows the 

entries for 1929 and the calculated values for 1955. The entries in columns 

1, 2, and 3 are derived by simply converting the basic data for output, labor 

input, and capital input to index numbers based on 1929 by dividing 

through by the 1929 values. Denison treats land as a third factor of 

26 E. F. Denison, The Sources of Economic Growth in the United States and the 
Alternatives Before Us (New York: Committee for Economic Development, 1962). 
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Index Numbers 

Total C2) (3) (4) 0) Output per 

Output Labor Capital Land Total Unit of Input 

Year (Real GNP) Input Input Input Input [(i) — (5)] 

1929.100 100.0 100.0 100 100.0 100.0 

1955.216 176.2 153.9 100 166.7 129.6 

production, the quantity of which he assumes is constant throughout the 

period; thus, the entries in column 4 are simply 100 for all years. The index 

of total input (column 5) is a weighted average of the indexes of labor 

input, capital input, and land input (columns 2. 3, and 4) with the relative 

income shares of labor, capital, and land for the period 1909-58 used as 

weights. According to Denison’s calculations, these shares are as follows: 

Percent of National 

Income Received 

1909-58 

Labor. 71.4 
Capital. 22.8 
Land. 5-8 

Total.100.0 

Thus, the entry for 1955 in column 5 is calculated as follows: 

0.714 X 176.2 + 0.228 X 153.9 + 0.058 X 100 = 166.7 

The idea here is that each factor is weighted in accordance with its economic 

importance as measured by the share of national income it receives.27 The 

last step in the calculation is to divide the index number of total output 

(column 1) by the index number of total input (column 5) to obtain an 

index number for output per unit of input (column 6). Thus, the index 

number of 129-6 for output per unit of input in 1955 is obtained by 

dividing the index number for total output (216) by the index number for 

total input (166.7). 

The data presented in the table of index numbers can be used to disentan¬ 

gle the contributions of factor inputs and of output per unit of input to total 

economic growth. The increase in the index number for total output from 

100 to 216 during the 26-year period 1929 to 1955 works out to an average 

increase of 3 percent per year, compounded annually. Similarly the increase 

in total input (column 5), calculated in the same way, comes out to 2 

percent per year, while the increase in output per unit of input (column 6) 

amounts to 1 percent per year. That is, of the total growth of 3 percent per 

27 It may be noted that in his final calculations Denison does not use the income 
shares for the entire period 1909—58 as weights; rather he changes the weights every five 
years in order to keep them more closely up to date. This refinement does not, however, 
alter the essential nature of his calculations. 
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TABLE 19-2 

Allocation of Growth Rate of Real GNP 
among the Sources of Growth, 1929-57 

Percentage 

Points in 

Growth Rate 

Percent of 

Growth Rate 

Real GNP—total growth. . 2.93 100 
Increase in total inputs. . 2.00 68 

Labor, adjusted for quality change.... . 1.57 54 
Employment. ...’.. 1.00 34 
Change in hours of work. .-0.20 -7 
Education. . 0.67 23 
Other factors*. . 0.10 4 
Capital. . 0.43 15 

Increase in output per unit of input. . 0.93 32 
Economies of scale. . 0.34 12 
Advance of knowledge. . 0.59 20 

Note: Items may not add to totals due to rounding. 
* Increased experience and better utilization of women workers and changes in 

age-sex composition of the labor force. 

Source : E. F. Denison, The Sources of Economic Growth in the United States and 
the Alternatives Before Us (New York: Committee for Economic Development, 

1962), Table 32, p. 266. 

year in output, two thirds, or 2 percent, is accounted for by the increase in 

total factor input, while the remaining one third, or 1 percent, is accounted 

for by increased output per unit of input.28 

This procedure thus enables Denison to isolate the contributions to 

economic growth resulting from (a) increases in labor input, (b) increases 

in capital input, and (c) increases in output per unit of input or factor 

productivity. Since he is interested in growth of potential output, he selects 

periods in which economic conditions—particularly the unemployment rate 

—were at least approximately the same at the beginning as they were at the 

end. Although he utilizes several such periods, he places greatest emphasis 

on the period 1929-57, and we will examine his conclusions for that period 

only. 

Denison’s results for the period 1929-57 are summarized in Table 

19-2.29 The index number for real GNP increased from 100 in 1929 to 

28 The contribution of the increase in total input can be further subdivided into the 
contribution attributable to labor input and that attributable to capital input. Thus, 
labor input (column 2) grew at 2.2 percent per year while capital input (column 3) 
grew at 1.7 percent per year. Weighting these growth rates by the importance of capital 
and labor in production as measured by proportions of national income received, we obtain 
1.6 percent (2.2 percent X 0.714) for labor and 0.4 percent (1.7 percent X 0.228) for 
capital. 

29 In the interest of simplicity, some of the details of Denison’s findings have been 
omitted. He breaks down the contribution of capital formation according to subtypes of 
capital such as nonfarm residental structures, other structures and equipment, and so on; 
this breakdown has been omitted from Table 19—2. In addition, some minor factors 
affecting growth which net out to Zero (because some tended to increase growth and 
others to reduce it) have been left out. 
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224.8 in 1957; this works out to an average increase of 2.93 percent per 

year during the 28-year period. The calculations summarized in Table 19-2 

indicate that 2 percentage points—or 68 percent—of this growth is ac¬ 

counted for by the increase in total inputs, while the remaining 0.93 

percentage point—or 32 percent of the total—is attributable to the increase 

in output per unit of input. Of the 2 percentage points accounted for by the 

increase in total inputs, 1.57 percentage points of growth is attributable to 

increased labor input, while the remaining 0.43 percentage point is attribut¬ 

able to growth of the capital stock. 

One of the most interesting features of Denison’s study is the fact that he 

makes an attempt to estimate the contribution of education to economic 

growth and incorporates this estimate in his calculation of labor input; that 

is, his estimate of labor input is adjusted for quality change attributable to 

improved education. As a basis for adjusting the labor input for quality 

improvement and calculating the contribution of education to economic 

growth, Denison relies primarily on data drawn from the 1950 census which 

enables him to estimate income differentials attributable to education in 

1949. Assuming that these income differentials are a satisfactory measure of 

differential contributions to production of persons with different levels of 

education and projecting forward and backward from 1949 on the basis of 

estimates of the distribution of the labor force by educational level in other 

years, Denison is able to complete his adjustments of the labor force for 

quality and his estimates of the contribution of education to economic 

growth. According to his estimates, the contribution has been a major one; 

Table 19-2 indicates that education accounted for 0.67 percentage point of 

growth per year—or 23 percent of the total—during the period 1929—57. 

The increase in output per unit of input, which, according to Denison, 

accounted for 0.93 percentage point of growth per year from 1929-57, is 

essentially a residual element in his basic calculations, that is, it is simply 

that portion of the growth rate that is not accounted for by increased factor 

inputs. However, Denison makes an effort to break this residual down into 

meaningful components. A number of these components which are rather 

trivial and which, on balance, cancel out (because some increase the growth 

rate and others reduce it) have been omitted from Table 19-2 in the 

interest of simplicity. The one factor that is important is economies of scale. 

Denison concludes that the U.S. economy is subject to increasing returns to 

scale in both national and local markets—that is, that a 1 percent increase in 

inputs of all factors of production will cause total output to increase by more 

than 1 percent. For the period 1929-57, he estimates that such economies of 

scale were responsible for 0.34 percentage point of growth per year or 11 

percent of the total growth rate. 

When the 0.34 percentage point of growth attributed to economies of 

scale is subtracted from the 0.93 percentage point for the increase in output 

per unit of input, a remainder of 0.59 percentage point is arrived at. This 

portion of growth, which amounts to 20 percent of the total growth rate, is 



[Ch. 19] More Complex Models of Economic Growth - 427 

attributed by Denison to the advance of knowledge. This is the final residual 

in the calculations. 

Advance of knowledge, in this context, means improvements in technol¬ 

ogy or in managerial practices which permit existing goods and services to 

be produced more efficiently—that is, with smaller inputs of labor and 

capital per unit of output. It will be recalled that real GNP as a measure of 

growth suffers from the defect that it does not fully reflect improvements in 

the quality of products and is almost completely unaffected by the introduc¬ 

tion of wholly new products. To the extent that new inventions and techno¬ 

logical changes result in improved quality of products or in the introduction 

of new products, they have little effect on growth as measured by real GNP. 

Since a large portion of technological advance does undoubtedly take the 

form of quality improvements and the introduction of new products, the 

estimate of 0.59 percentage point substantially underestimates the contribu¬ 

tion of the advance of knowledge to true economic growth. Of course, the 

total growth rate of 2.93 percent for real GNP correspondingly underesti¬ 

mates the true growth of the economy. 

It should be noted that Denison attributes no part of recorded economic 

growth to investment by federal, state, and local governments in such 

public-sector activities as highways, urban development, public housing, and 

so on. The reason for this omission is that the national income accounts do 

not recognize these activities of governments as constituting capital forma¬ 

tion. No estimates are made of the capital stock in the public sector, and no 

allowance for the value of the services of such capital is included in the 

- national income or product. For this reason, such investment does not add to 

the productive capacity of the economy as measured by potential GNP. 

Investments in the public sector affect the measured growth of GNP only 

indirectly, to the extent that they lead to increased efficiency in the private 

sector—for example, an improved highway system, by providing better 

transportation facilities, may make private business more productive. The 

major contribution of the highways in providing consumers with greater 

opportunities for travel and improved access to recreational facilities is 

entirely omitted from the GNP. 

The main factors responsible for growth during the period 1929-57, 

according to Denison, may be summarized as follows: 

Percentage Points 

of Growth 

Percent of Total 

Growth Pate 

Labor input, unadjusted.. . . .0.90 31 

Capital input. .0.43 15 

Education. .0.67 23 

Economies of scale. .0.34 12 

Advance of knowledge. .0.59 20 

Total Growth Rate. .2.93 100 
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Perhaps the most surprising finding in Denison’s study is the relatively small 

contribution of capital formation, which is indicated as accounting for only 

15 percent of the growth rate. Both education and the advance of knowledge 

are estimated to have made substantially larger contributions to growth than 

this. 

Denison’s study contains many valuable insights into the process of 

economic growth, and his quantitative breakdown of growth by sources is 

useful as at least a crude approximation. However, the crudity of his 

estimates should be emphasized, lest they be taken too seriously. At a 

number of points—for example, with respect to the contribution of educa¬ 

tion to growth—the data are scarcely adequate to support satisfactory 

estimation. At certain critical points in the study, Denison was forced to 

resort to pure guesswork. It will suffice to mention two instances of this. 

First, in his treatment of economies of scale, after some discussion of the 

nature of such economies and the opinion of other economists regarding 

them, Denison winds up by simply assuming quite arbitrarily that economies 

of scale accounted for 12 percent of total economic growth during the 

period 1929-57. Second, in making his estimates of the contribution of 

education to economic growth, Denison was faced with the obvious problem 

that the differentials in income that are associated with differences in 

education are not entirely caused by these differences. To some extent, 

persons who possess the inherent advantages of unusual ability, energy, and 

motivation are likely to seek and obtain more education than other people. 

Denison’s solution to this problem is to assume, again quite arbitrarily, that 

60 percent of the differentials in income associated with differences in 

education are caused by these differences.30 

CONCLUSION 

We may conclude that while the work of Solow, Denison, and others 

provides considerable insight into the process of economic growth, we are 

still far from having firm knowledge of the relative importance of various 

factors, such as capital formation, education, and technical change, in gener¬ 

ating growth. Indeed, we may say that the problem of growth has been 

delineated but not solved. 

30 For an excellent summary and critique of the Denison study, see Moses Abramovitz, 

"Economic Growth in the United States: A Review Article,” American 'Economic Review, 
Vol. LII, September 1962, pp. 762-82. 
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20 

GROWTH POLICY 

As indicated in Chapter 17, when the economy is operating 

below full employment, it may be possible to achieve rapid growth iri the 

short run merely by adopting policies to expand aggregate demand, thereby 

bringing idle productive capacity into use. Moreover, the achievement of full 

employment is itself likely to have favorable effects on some of the factors 

determining the growth of capacity. In this connection, two factors are likely 

to be especially important. 

1. The improvement in rates of utilization of existing productive facili¬ 

ties associated with the achievement of full employment is very likely to 

provide a stimulus to private investment in new plant and equipment, 

thereby leading to faster growth of the stock of capital. And, since the 

installation of equipment is often the vehicle by which new technology is 

introduced into productive processes, the allocation of more resources to 

investment should also lead to more rapid introduction of new techniques. 

2. Unemployment and underutilization of productive facilities increase 

incentives to seek job security and the protection of limited markets through 

the adoption of restrictive practices which cut down the effective productive 

capacity of the economy and reduce its rate of growth. Labor unions seek to 

protect their members by engaging in "featherbedding” and resisting the 

introduction of improved production techniques which may eliminate jobs. 

Businessmen are motivated to adopt pricing policies designed to protect their 

existing markets and to avoid risky new ventures which might seem attrac¬ 

tive in a period of strong and expanding markets. 

Undoubtedly, the particular kinds of measures that are used to expand 

aggregate demand may have some effect on the fraction of national re¬ 

sources devoted to investment during the course of an expansion to full 

employment and therefore on the growth of productive capacity. For exam¬ 

ple, if the expansion is powered by an easy monetary policy which reduces 

interest rates, expanded investment may play a more important role in the 

expansion than will be the case if the recovery is caused by a reduction in 

personal income taxes to stimulate consumption or by an increase in govern¬ 

ment expenditures. But when the economy has been operating below full 

429 
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employment for some time, the most important factor in strengthening the 

inducement to invest in new plant and equipment is an expansion of 

aggregate demand which will increase utilization rates of existing facilities. 

That is, in such circumstances, the generation of additional aggregate de¬ 

mand is much more important for growth than the precise nature of the 

measures adopted to achieve this objective, even though these specific meas¬ 

ures may have a second-order influence on the size of the investment 

component of the expansion. 

INCREASING THE RATE OF GROWTH UNDER 
FULL EMPLOYMENT CONDITIONS 

Suppose it is decided that growth is not rapid enough at a time when the 

economy is already operating at full employment, and that government 

action should be taken to accelerate growth. Under these circumstances, a 

mere expansion of aggregate demand will not be capable of increasing the 

rate of growth without generating excessive inflation. Acceleration of 

growth under full employment conditions requires that measures be taken to 

expand productive capacity. As capacity expands, aggregate demand will, of 

course, have to grow in pace if full employment is to be maintained. But the 

first step in the process must be an increase in capacity. 

One way to expand productive capacity is to increase the efficiency with 

which the economy operates. An especially promising way to increase 

efficiency is through the adoption of policies to improve the working of the 

labor market. Increased appropriations for the United States Employment 

Service, to enable that agency to expand its activities in disseminating job 

information for the benefit of workers seeking employment; the use of 

federal subsidies or perhaps more generous tax credits for moving expenses 

under the individual income tax, to reduce the cost to workers of moving 

from one locality to another to accept employment; and expanded federal 

programs for the training and retraining of the unemployed would all be 

helpful in increasing labor mobility and permitting a more rapid adaptation 

of supply and demand in particular labor markets with less upward pressure 

on wages and prices. Combined with measures to strengthen competition 

and increase the downward flexibility of industrial prices and to prevent 

inflationary excesses in collective bargaining, measures of this kind might 

serve to shift the modified Phillips curve (Figure 17-1) to the left, thereby 

permitting any given rate of unemployment to be achieved with less infla¬ 

tionary pressure than formerly. This might allow full employment to be 

redefined to be, let us say, 3 percent rather than 4 percent unemployment, 

thereby permitting the capacity growth curve (Figure 17—2) to be redrawn 

at a higher level. Thus, while not necessarily increasing the percentage rate 

of growth of productive capacity, policies to increase efficiency of labor 

markets would, if effective, produce a “once-and-for-all” increment to capac- 
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ity. Since they would enable the economy to produce larger quantities of 

goods and services not only currently but in the future, these measures 

should be classified as growth policies. And, since they would reduce the 

economic distress and disillusionment created by unemployment, they would 

be valuable measures from the standpoint of social policy as well. 

Except for policies such as these, which increase output by enabling the 

economy to function more efficiently, virtually all measures for accelerating 

growth under conditions of full employment involve the reallocation of 

resources from uses that do not contribute to growth to uses that do so 

contribute. That is to say, they require that current consumption be reduced 

and that the resources released by this reduction be channeled into some 

form of investment. Thus, the policies adopted for this purpose must be such 

as to keep aggregate demand approximately unchanged at the full employ¬ 

ment level while shifting the composition of demand away from consump¬ 

tion and toward investment. Or, to put it another way, total saving—includ¬ 

ing government saving through the budget—would have to be increased, 

and this increase in saving would have to be matched by an increase in 

investment. 

To give a general idea of the kinds of policy actions that might be taken 

to stimulate growth, the government might increase personal income tax 

rates; this would increase tax collections at the current income level, thereby 

reducing disposable income and depressing personal consumption expendi¬ 

tures. If tax revenues were increased by $5 billion and the marginal propen¬ 

sity to consume was 90 percent, this would reduce consumption spending by 

$4.5 billion. It would increase total saving in the economy by a like amount, 

since it would shift the federal budget in the direction of a surplus by $5 

billion while reducing personal saving by $0.5 billion. To offset the effect of 

the tax increase on aggregate demand, the government would have to take 

action to increase growth-generating expenditures by $5 billion. Measures 

that might be taken to accomplish this purpose would include: 

1. An easing of monetary policy by the Federal Reserve to lower interest 

rates for the purpose of inducing businessmen to increase investment in 

new plant and equipment, or the adoption of tax incentive devices to 

accomplish the same purpose. 

2. Increased federal spending—either directly or through grants to state and 

local government units—on education and training or other forms of 

investment in human capital such as health programs. 

3. Increased federal spending in support of the search for knowledge 

through research and development, or the introduction of new incentives 

through subsidies or tax credits to stimulate additional private expendi¬ 

tures for this purpose. 

4. Additional federal spending—either directly or through grants to state 

and local governments—on investment in public-sector activities that 
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contribute to growth, such as highway construction, urban development, 

and development of natural resources. 

As these measures to increase growth came to fruition in the form of 

increased productive capacity, measures would, of course, have to be taken to 

insure a sufficient growth of aggregate demand to utilize the added capacity 

in order to maintain full employment.1 

It is almost certain that the optimal way to increase economic growth is 

by the use of some combination of the measures listed above: to allocate 

some additional resources to private investment, some to the improvement 

of human resources, some to the expansion of research and development 

activities, and some to increased public investment in physical facilities.2 The 

general principle that should underlie selection of the optimal mix of 

policies for achieving a given growth objective is to carry each of the various 

growth-generating activities to the point where the marginal social produc¬ 

tivities of all of them are equated. Then, having decided the optimal 

combination of these activities for each given increment to the growth rate, 

the total amount of resources withdrawn from current consumption for use 

in promoting growth-oriented activities should be decided on the basis of our 

willingness as a nation—as reflected in the decisions of our policy makers 

chosen through democratic political processes—to give up current consump¬ 

tion in exchange for future consumption. 

Unfortunately, while it is a relatively simple matter to state, at least 

crudely, the principles that should underlie the selection of an optimal 

growth policy, it is, as a practical matter, impossible to make such a rational 

calculation in the present state of knowledge. As has already been brought 

out in Chapter 19, opinions differ substantially concerning the relative 

magnitudes of the contributions to economic growth that have been made by 

private investment, technological change, education, and so on; and it is 

1 For a formal discussion of the use of policy instruments to maintain a balance 

between the growth of capacity and the growth of demand in the context of a Domar- 

type model, see W. L. Smith, "Monetary-Fiscal Policy and Economic Growth,” Quarterly 
Journal of Economics, Vol. LXXI, February 1957, pp. 36—55. See also W. H. L. Ander¬ 

son and John Cornwall, "Problems of Growth Policy,” Review of Economics and 
Statistics, Vol. XLIII, May 1961, pp. 163-74; and R. R. Nelson, "Full Employment 

Policy and Economic Growth,” American Economic Review, Vol. LVI, December 1966, 

pp. 1178-92. 

2 As was pointed out in the introduction to this part of the book, to the extent that 

research and development activities result in new consumer products or improvements in 

the quality of existing products, their effects show up only to a very minor extent in the 

measured growth of GNP. Likewise, the effects of government investment in physical 

facilities, such as highways, urban development, and so on, are not reflected in the 

growth of GNP because it is virtually impossible to estimate the returns to such invest¬ 

ments. Nevertheless, there can be no doubt that research that leads to new and improved 

products and investments that occur in the public sector make important, even though 

unmeasurable, contributions to the improvement of living standards. Our inability to 

measure their contributions should not lead us to neglect these obviously important 

activities as part of a program to accelerate growth. 
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possible to marshal the evidence in such a way as to support a fairly wide 

range of estimates with respect to these contributions.3 Of course, further 

empirical work on the sources of economic growth may in time enable us to 

make better judgments concerning the contributions of different kinds of 

growth-promoting activities. For the present, however, about the best that 

can be said is that a combination of measures aimed at all of the main 

sources of economic growth simultaneously is probably better than single- 

minded concentration on one source, such as private investment. But, with 

respect to the relative emphasis to be placed on different kinds of activities, 

the judgments of qualified students of growth differ, and no clear choice 

seems possible. 

SHOULD THE GOVERNMENT HAVE A CONSCIOUS 
GROWTH POLICY? 

We have discussed various ways in which the federal government might 

be able to adjust its policies in order to change the rate of growth while still 

keeping the economy operating at full employment. Before concluding our 

discussion, we should consider the question: Is it, in fact, proper for the 

federal government to attempt to influence the rate of growth by its 

policies? This is a question concerning which there is by no means unani¬ 

mous agreement among economists, although the answers given to it often 

involve value judgments and ideology to a greater extent than they do 

economic analysis.4 

The issue of economic growth is basically one that involves the relation 

3 As a part of his study of the sources of economic growth, Edward F. Denison 
(The Sources of Economic Growth in the United States and the Alternatives Before Us, 
[New York: Committee for Economic Development, 1962}) prepared a "menu” of 
some 31 measures that might be taken to raise the growth rate, together with (for most of 
the measures) quantitative estimates of the contributions they might be capable of 
making. Drawing on this "menu,” he also put together a collection of 13 measures which 
he estimated would be capable in combinations of raising the growth rate by 1 percentage 
point per year for the period 1960-80 (see his paper, "How to Raise the High- 
Employment Growth Rate by One Percentage Point,” American Economic Review, Vol. 
LII, May 1962, pp. 67-75). Many of the items on Denison’s menu are essentially "one- 
shot” changes; that is, once done they could not be repeated. For example, he estimates 
that racial discrimination costs us 0.8 percent of the national income. If discrimination 
could be abolished in the course of the 20-year period, it would raise national income 
by 0.8 percent or 0.04 percent per year (0.8 20). Moreover, many of the items on 
Denison’s list-—such as abolition of racial discrimination—are not changes in policy, 
but rather are changes in the structure and operation of our economy and society which 
would require complex, forceful, and many.-faceted policy actions to bring about. 
Finally, while Denison exhibited great resourcefulness and ingenuity in making his 
estimates, his methods were necessarily crude, and the data available to him were in some 
instances not satisfactory. As a consequence, his results would certainly not be accepted 
as reliable by many students of economic growth. 

4 For an excellent discussion of this issue, see James Tobin, "Economic Growth as an 
Objective of Government Policy,” and the comments on Tobin’s paper by H. G. 
Johnson and Herbert Stein, American Economic Review, Vol. LIV, May 1964, pp. 1—27. 
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between the present and the future—or, at least roughly, the relations 

between the present generation and future generations. As we have seen, 

under conditions of full employment, most of the measures that might be 

taken by the government to increase growth require that current consump¬ 

tion be reduced and that the resources thereby released be channeled into 

some form of investment activity. Thus, the basic issue of growth policy is: 

Shall measures be taken by the government to reduce the consumption of 

the present generation in order to permit some future generation or genera¬ 

tions to enjoy higher consumption?5 

Private individuals and business enterprises make provision for the future 

through personal and business saving. There is general agreement that the 

federal government should take action to ensure that there is sufficient 

demand over and above private consumption to offset the private saving that 

is forthcoming at full employment. If this is not done, full employment will 

not be maintained, resources will go to waste, and, to some degree, the 

saving proclivities of the private sector will be aborted as a result of a 

decline in income. 

One view concerning the growth question is that the saving of the private 

sector represents the provision for the future that the citizenry of the nation 

is willing to make voluntarily, balancing its desires for current consumption 

against the higher income (and consumption) that can be obtained in the 

future through the process of saving and investing. The growth that results 

from this process constitutes the provision for future generations that citi¬ 

zens of the country, acting in their private capacities, are willing to make. It 

is argued that the decisions of the private sector in this regard should be 

respected by the government; thus, apart from seeing that the full employ¬ 

ment saving of the private sector is matched by an equal amount of 

investment, the government has no other role to play in influencing growth. 

To put it simply, according to this view, the government should be neutral 

with respect to growth, leaving the matter to be determined by the decisions 

of the private sector. 

In a country which relies primarily on markets and the tastes of its 

citizens to govern the allocation of resources, there is a certain appeal in the 

idea of allowing markets and the tastes of individuals to determine the 

provision that is made for the future. The trouble is that it is virtually 

impossible, in practice, for the government to be neutral with respect to 

growth; its activities designed to maintain economic stability and to meet the 

needs of its citizens in a complex industrialized society will unavoidably 

affect the rate of growth of the economy, whether or not this is one of the 

5 The issue could arise in the opposite form: Should the government take measures 
to reduce the rate of growth, that is, to increase the consumption of the present generation 
at the expense of future generations? In practice, however, the whole discussion has had 
to do with measures to accelerate growth. 
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conscious objectives of a government. One means by which, it is sometimes 

suggested, the government might attempt to maintain a posture of neutrality 

with respect to growth would be through the adoption of a capital budget. 

Under such a system, the government would divide its expenditures into two 

categories: government consumption (expenditures yielding benefits only in 

the current year) and government investment (expenditures yielding bene¬ 

fits in the future). It would aim each year to raise sufficient tax revenues to 

cover its consumption expenditures, together with depreciation of its existing 

capital and interest on its outstanding debt. All of its new investment 

expenditures would then be financed by borrowing. Under such a system, net 

private saving would set the limit on total net investment in the economy, 

and the government would have to compete in the capital markets with 

private investors to borrow the funds needed to finance its investment 

activities. 

The major difficulty with such a capital budget arrangement is that it 

would severely limit the flexibility of the government in using fiscal policy 

for economic stabilization. If a decline in the inducement to invest—a shift 

to the left of the marginal efficiency of investment schedule—threatened to 

bring on a recession, the government could (a) adopt an easy monetary 

policy in an effort to reinvigorate private investment, and/or (b) increase 

its own investment expenditures to fill the gap. Its ability to make adjust¬ 

ments in the tax rates or in its consumption expenditures would, however, be 

extremely limited because of the dictum that government consumption must 

be covered by tax revenues. There is reason to doubt whether monetary 

policy is sufficiently effective to be able to carry the major burden of 

stabilization, and changes in government investment expenditures would be 

difficult to make with sufficient rapidity to take up the slack. Indeed, 

countercyclical changes in tax rates are now viewed by many economists as 

an especially useful stabilization instrument; and the capital budget would 

effectively rule out such changes.6 

Thus, it seems inevitable, as a practical matter, that government policy 

will affect the rate of growth. The question therefore becomes: Should the 

government disregard the effects of its policies on economic growth, just as 

it disregards many of the other side effects of its policies, or should it have a 

conscious objective—or target—with respect to growth? 

6 If the dictum that tax revenues should cover government consumption were adhered 
to every year regardless of economic conditions, tax rates would have to be increased when 
economic activity declined, because with given tax rates a decline in income would cause 
tax revenues to fall. Thus, tax policy would have to be conducted in a cyclically per¬ 
verse manner, thereby rendering the economy more unstable. This difficulty could be 
avoided by specifying that the tax revenues that would be collected if the economy were 
at full employment should be sufficient to cover government consumption. However, 
changing the rule in this way would still not give appreciable leeway for independent ad¬ 
justments in tax rates for stabilization purposes. 
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It should be noted that in a democratic society, the basic political deci¬ 

sions are made at the ballot box, and these decisions are just as legitimately a 

representation of the public will as decisions recorded in the marketplace. 

Thus, if the public elects a President and a Congress that are on record as 

favoring a national growth policy, there is little basis for arguing that such a 

policy contravenes the will of the people as reflected in their decisions to 

engage in private saving. The real issue therefore is: What reasons—if any 

—are there for an intelligent electorate to conclude that the national interest 

is served by a vigorous government policy of stimulating growth? 

Two reasons that are essentially political have sometimes been advanced. 

One is that if we are to win the uncommitted and largely underdeveloped 

nations over to our political and economic system, we must demonstrate to 

them that our economy is capable of growth at a rate as fast as, or faster 

than, that of the Soviet Union. This is not a very convincing argument. 

There are many other aspects of our national life and of our economic 

performance that are surely at least as important as our rate of growth in the 

eyes of the underdeveloped world. Moreover, there are other nations, such as 

Japan, which are better object lessons of the ability of a free economy to 

promote rapid economic development than the United States in its present 

advanced stage of development can possibly hope to be. The other reason 

sometimes given for government policies to stimulate growth is that the 

survival of the nation in some future international conflict may depend on 

the productive capacity of the economy and that it is the government’s 

responsibility to ensure that our capacity is sufficient to meet such a test. 

This, too, seems a dubious argument for emphasizing growth as an objective 

in a period when the horrendous developments of the nuclear age have 

vastly reduced the significance of a nation’s total economic strength as a 

factor affecting its ability to survive. 

There is an economic argument for a government policy designed to 

stimulate growth on the ground that some activities that contribute to 

growth will not be pursued as vigorously as they should be if their imple¬ 

mentation is left entirely to private individuals and business firms, with no 

action by the government. The full benefits to society of some growth-pro¬ 

moting activities are not capable of being appropriated by the private 

sponsors of such activities—that is, the social benefits of the activities exceed 

the benefits accruing to the private individuals or firms undertaking them. If 

activities of this kind are left entirely to profit-maximizing private economic 

units, they will be carried only to the point where their marginal cost is 

equal to the marginal private benefit accruing to the units undertaking 

them, whereas from the social point of view further resources should be 

allocated to them until their marginal cost is equated to their marginal social 

benefit. Activities that fall in this category include research—especially basic 

research, where the area of potential applicability is much wider than the 
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range of markets covered by even the largest firms.7 Another activity of this 

kind is apprenticeship or on-the-job training programs conducted by private 

firms, where there is no assurance that the employee who is being trained 

will continue to work for the firm providing the training. Programs to 

stimulate such activities as these, either through direct government participa¬ 

tion or through subsidies or favorable tax treatment, are appropriate as a 

means of encouraging the allocation of sufficient additional resources to 

these areas to bring marginal costs to equality with marginal social benefits. 

Investment in areas such as highways, urban development, and general 

education, which have been assigned in whole or in part to the public sector, 

is an important determinant of growth and is, by definition, a government 

responsibility in the United States. Of course, the justification for these forms 

of investment can rest only partially on their contribution to growth. But the 

government’s responsibility for investment decisions in these areas does 

provide some economic rationale for a growth policy on the part of the 

government. 

The federal government is already involved in the support of research 

and manpower training programs and in investment in highways, urban 

development, education, and other public-sector activities that contribute to 

growth. Accepting the fact that the government is inextricably involved in 

economic growth and that there is some rational economic basis for this 

involvement, one may ask how the government should formulate its growth 

objective. Should it set a specific target for the rate of growth and attempt to 

adjust its policies to achieve this target? If there is to be such a target, how 

should it be determined? 

Some efforts have been made to determine an optimal saving rate and a 

corresponding optimal growth path for the economy. This can be done for 

an economy whose growth is governed by a Cobb-Douglas production 

function with neutral technological change (such as Equation 4 in Chapter 

19). We have 

Y = Ae^K-N1-- 

It was shown in Chapter 19 that when the rate of growth (n) of the labor 

force is given, the equilibrium growth rate for such a model is independent 

of the saving rate but that the equilibrium capital-output ratio is (Equation 

7, Chapter 19) 

K _ j(T — a) 

Y n(l — a) -r 

7 See R. R. Nelson, "The Simple Economics of Basic Scientific Research,” Journal of 
Political Economy, Voi. LXVII, June 1959, pp. 297—306; also R. R. Nelson, M. J. Peck, 
and E. D. Kalachek, Technology, Economic Growth, and Public Policy (Washington: 
Brookings Institution, 1967). 
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The higher the saving rate, the larger the equilibrium capital-output ratio 

and the higher the equilibrium growth path (see Figure 19-1 and the 

related discussion). 

For an economy whose growth is governed by such a production function, 

it can be shown that there is an optimal saving rate ( j) in the special sense 

that once the economy has achieved the equilibrium capital-output ratio and 

growth path corresponding to that rate, it is the one out of all saving rates 

that if held constant from generation to generation will maximize consump¬ 

tion for the current and all future generations. It turns out that the optimal 

saving rate in this sense satisfies the relation 

s = a 

That is, the optimal saving rate is equal to the elasticity of output with 

respect to capital.8 Since virtually all the empirical evidence strongly sug- 

8 This rule is derived for a more general class of production functions, of which the 

Cobb-Douglas function is a special case, in E. S. Phelps, "The Golden Rule of Accumula¬ 

tion: A Fable for Growthmen,” American Economic Review, Vol. LI, September 1961, 

pp. 638-42. For the Cobb-Douglas model, the derivation is as follows: If the saving rate 

is s, consumption (C) is given by 

C = (1 - s)Y 

If the labor force is growing at a steady rate («) and the stock of capital is optimally 

adjusted to income for the specified saving rate, we have 

N = No«n‘ 

and 

K = -CL(1n — s y r-r «(1 — a.) 

Substituting these expressions in the production function, we obtain 

y = Aert ( ~ ,Y YaNo^U-o)' 
\r-f nil — a)/ 

Solving explicitly for Y, we have 

rt ( j(l — a) \1 a T . 
= Ae--(-^^ ) N0ent 

1 —a \r ~r «(_! — a.)/ 

or 

C= (1 - 
,4 1 “ ( j(l ~ OQ \ 

S)AS V + nCl - aV 
Noent 

Differentiating this expression with respect to s and setting the derivative equal to zero 

as a condition for a maximum, we obtain (after some simplification). 

dC _ / j(l — a) \1 “ , «(1 — j) / j(1 — a) \1 “ 

ds \r -f- «(1 — a)) r + «(1 — a) \r -f- »(T— a)/ 

Multiplying through by 
j(l — oi) \ 

,r + n(l — a)/ 

a 

and simplifying, we obtain the condition 

s = a 
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gests that the saving rate in the United States is substantially less than the 
elasticity of output with respect to capital, this analysis might seem to 
suggest that it would be appropriate for the government to take action to 
raise s to equality with <x. 

Unfortunately, no such simple answer can be given to the growth policy 
question. The problem is that the specified saving rate is the optimal one for 
the current generation only on the assumption that the economy is already 
on the equilibrium growth path corresponding to that saving rate. Starting 
from the present situation, in which the capital-output ratio is substantially 
below the level corresponding to the optimal path, the present generation 
would have to engage in a burst of saving—at a rate much higher than the 
"optimal” one—in order to get the economy onto the optimal path. In effect, 
the present generation would have to make a heavy sacrifice for the benefit 
of future generations in order to get the scheme started, and there is no 
apparent reason why it should be willing to do so. Second, even if the 
economy were already on the optimal path, the saving rate corresponding to 
that path is the optimal rate only on the assumption that the present 
generation enters into an agreement with future generations (yet unborn!) 
to hold the saving rate constant over time. Obviously, any particular genera¬ 
tion could reduce the saving rate below the optimal level and thereby 
increase its own consumption by violating the compact. And it is difficult to 
see why any generation should feel an obligation to abide by an agreement 
to which it was not initially a party. For these and other reasons, this concept 
of an optimal saving rate appears to be an interesting plaything rather than 
a precept about optimal growth policy that has practical applicability. 

We must conclude that while public policy inevitably affects the growth 
rate and that it is proper for the government to recognize these effects and 
take them into account, any target the government sets for the growth rate 
must necessarily be, to a considerable extent, arbitrary and incapable of 
detailed defense on the basis of economic analysis. 





PART V 

National Income, International Trade, 

and the Balance of Payments 

INTRODUCTION 

International trade links together the economies of the 

trading countries, making income and employment in each country depend¬ 

ent on conditions not only in that country but in the rest of the world as 

well. Moreover, trade itself is influenced by changes in income levels in the 

participating countries. Up to now, we have assumed a closed economy— 

that is, an economy which has no trade relations with the rest of the world 

—and have therefore avoided the complications resulting from the interac¬ 

tion between income and trade. It is now time to remedy this defect in our 

analysis. 

The plan of this part of the book is as follows. In Chapter 21, we explain 

the working of the international monetary system as it exists today and 

discuss the balance-of-payments accounts, with special emphasis on U.S. 

accounts. Chapter 22 examines in some detail the connection between the 

domestic economy and international trade, derives the impacts on income 

and the balance of payments of autonomous shifts in expenditures in an 

open economy, and discusses the policy implications of these relationships. 

In Chapter 23, the various alternative ways of dealing with balance-of-pay¬ 

ments deficits and surpluses are taken up, and the conflicts that may arise 

between the domestic and international objectives of economic policy are 

analyzed. Chapter 24 draws on the material developed in the earlier chapters 

to analyze some of the weaknesses that exist in the present international 

monetary system and discusses a variety of proposals that have been ad¬ 

vanced for improving the system. 
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Chapter 

21 

THE INTERNATIONAL 

MONETARY SYSTEM AND 

THE BALANCE OF PAYMENTS 

The relationship between national income and interna¬ 

tional trade depends on the kind of international monetary arrangements 

that prevail. Consequently, in order to place our analysis within a reasonably 

realistic institutional framework, it will be necessary to begin with a descrip¬ 

tion and explanation of the international monetary system as it now exists. 

THE INTERNATIONAL MONETARY SYSTEM 

The foundation of our present international monetary institutions was 

laid with the establishment of the International Monetary Fund in 1946. 

The membership of the IMF numbers over 100 countries. This includes 

nearly all countries outside the communist bloc, the only important excep¬ 

tion being Switzerland, which, while not formally a member of the IMF, 

cooperates closely with it 

Exchange Parities under the IMF 

The par values of the currencies of all members of the IMF are defined 

in terms of gold. Thus, the U.S. dollar is defined as 0.888671 grams of gold, 

which determines the official price of gold at $35 per troy ounce.1 The 

British pound sterling is similarly defined as 2.13281 grams of gold. Since 

the pound contains 2.4 times as much gold as the dollar (2.13281 -f- 

0.888671 = 2.4), the par value of the pound expressed in terms of dollars 

is $2.40. In a similar way, exchange parities of other currencies in terms of 

dollars are (as of December 1969): for Germany, one deutsche mark = 

$0,273; for France, one franc = $0,180; for Mexico, one peso = $0.08; 

for Uganda, one shilling = $0.14; for Pakistan, one rupee = $0.21; and 

so on. 

1 One troy ounce contains 31.103481 grams; 31.103481 divided by 0.888671 equals 
35. 
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Settlement of Private Transactions 

Private international transactions in goods, services, and securities are 

settled by means of payment in national currencies. For example, if a French 

firm imports goods from Germany, payment may be made either in francs, 

in deutsche marks, or in the currency of a third country, such as U.S. dollars. 

If payment is made in francs, the French importer may remit a bank draft 

denominated in francs to the German exporter, who will sell the draft to 

his bank for deutsche marks. If payment is made in deutsche marks, the 

French importer may buy with francs a draft denominated in deutsche 

marks and remit the draft to the German exporter, who will deposit it in his 

bank. If payment is made in dollars, the French importer will buy dollars in 

the foreign exchange market and remit them to the German exporter, who 

will sell them for deutsche marks.2 In the years following World War II, 

most countries, with the notable exception of the United States, employed 

exchange controls to regulate international transactions in order to conserve 

scarce foreign exchange for uses that were vital for domestic reconstruction. 

That is, exporters who received payments in foreign currencies were gener¬ 

ally required to sell these currencies to a government exchange-control 

authority for domestic currency, and those wishing to obtain foreign cur¬ 

rencies to pay for imports could get them from the exchange-control author¬ 

ity only if the imports were judged to serve an important national purpose. 

Foreigners who came into possession of a country’s money were commonly 

restricted in their freedom to use it to buy foreign goods or to convert it into 

currency. However, as the needs of reconstruction were met and necessary 

reserves of foreign exchange and gold were built up, the industrial countries 

gradually relaxed their exchange controls. Indeed, since 1958, Canada, 

Japan, the United Kingdom, and the countries of Western Europe have had 

convertible currencies and relatively free foreign exchange markets in which 

private transactions are permitted with few restrictions. Generally speaking, 

transactions involving trade, shipping, insurance payments, etc., are com¬ 

pletely free, while restrictions are often imposed on tourism and capital 

movements. However, most of the less developed countries of Asia, Africa, 

and Latin America still have extensive exchange controls which they use to 

conserve their limited foreign exchange for uses conducive to economic 

development. As a result of these restrictions as well as a general lack of 

international confidence in the currencies of the less developed countries, 

2 The arrangements for international financing and payment are quite complex in 
detail, but the complications need not concern us for our present purpose. For a 
readable exposition of the institutional arrangements, see Richard Ward, International 
Finance (Englewood Cliffs, N.J.: Prentice-Hall, Inc., 1965); see also A. R. Holmes and 
F. H. Schott, the New York Foreign Exchange Market (Federal Reserve Bank of New 
York, 1965). 
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these currencies are little used in international trade. Instead, international 

payments involving these countries are usually made in dollars or, to a lesser 

extent, in sterling. For this reason, the dollar and sterling are used much 

more extensively than other currencies in the making of private interna¬ 

tional payments. 

The Foreign Exchange Market: A Two-Country Model 

An exchange rate is simply a price of one currency in terms of another; in 

a free market, exchange rates would be determined by the supply of and 

demand for foreign exchange. To illustrate, let us suppose there are only two 

FIGURE 21-1 

Supply of and Demand for Foreign Exchange 

QUANTITY OF FOREIGN EXCHANGE 
(NUMBER OF £) 

countries, the United States and the United Kingdom, and that all payments 

between the two countries are made in pounds. Then the market for pounds 

in the United States might be as depicted in Figure 21-1.3 Initially, DD is 

3 If some payments were made in dollars, there would also be a market for dollars in 
the United Kingdom, and the supply and demand for dollars would determine an ex¬ 
change rate in this market. However, unless this exchange rate was the same as the rate 
determined in the market for pounds in the United States, arbitrage would occur between 
the two markets to bring the rates to equality. For example, if the exchange rate was 
$2.40 in New York and $2.42 in London, arbitragers would buy pounds with dollars in 
New York and simultaneously sell them for dollars in London, thereby realizing a profit 
of 2 cents to the pound. Such arbitrage would add to the demand for pounds and raise 
the exchange rate in New York and would add to the supply of pounds and depress 
the rate in London. This process would continue until the same rate prevailed in both 
markets. 
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the demand for pounds by Americans for use in paying for purchases of 

goods, services, and securities from the United Kingdom. SS is the supply of 

pounds derived from U.S. exports of goods, services and securities to the 

United Kingdom. The market is equilibrated at point P with an exchange 

rate of £1 = $2. The demand curve DD slopes downward to the right, 

because a fall in the exchange rate makes pounds (and therefore British 

goods, services, and securities) less expensive in the United States, inducing 

Americans to purchase larger quantities of them. The supply curve SS, on 

the other hand, slopes upward to the right, because a rise in the exchange 

rate means that a pound will command more dollars, thereby making 

American goods, services, and securities cheaper in the United Kingdom and 

causing more pounds to be spent on them.4 Changes in demand or supply 

would cause the exchange rate to adjust in order to maintain equilibrium in 

the market. For example, if the demand for pounds should shift to D'D' in 

Figure 21-1, the new market equilibrium would be at P', with an exchange 

rate of $2.80. 

Stabilization of Exchange Rates 

Under the present international monetary system, foreign exchange mar¬ 

kets are relatively free of controls in the advanced countries outside the 

communist bloc, including the United States, Canada, Japan, the United 

Kingdom, and Western Europe. However, the IMF requires its members to 

take measures to prevent exchange rates from departing from the estab¬ 

lished par values by more than 1 percent in either direction. 

The way such an arrangement would work in the two-country case 

depicted in Figure 21-1 can be explained with the aid of Figure 21-2. 

Suppose the United Kingdom takes responsibility for keeping the pound- 

dollar exchange rate within 1 percent of the $2.40 parity. It does this by 

buying and selling dollars in the foreign-exchange market. The upper bound 

to the exchange rate is $2.424 ($2.40 X 1.01). The Bank of England, 

acting on behalf of the United Kingdom, stands ready to buy dollars with 

pounds—that is, supply pounds to the market—in whatever quantity is 

demanded at $2,424 per pound. Thus, the supply of pounds becomes 

perfectly elastic at that price; the supply curve is depicted by the line SS in 

Panel A of Figure 21-2. The rising portion of the curve represents the 

4 Actually a rise in the exchange rate will clearly induce British buyers to purchase 
more dollars and more American goods, but it is not certain that they will spend more 
pounds on these purchases. This depends on the elasticity of British demand for American 
goods, as will be shown in more detail later in Chapter 23. This is, however, a minor point 
that can be disregarded in the context of the-present discussion. For an extraordinarily lucid 
and complete discussion of the foreign exchange markets, the reader is referred to Fritz 
Machlup, "The Theory of Foreign Exchanges,” Economica, Vol. VI (New Series), Novem¬ 
ber 1939, pp. 375-97 and February 1940, pp. 23-49, reprinted in H. S. Ellis and 
L. A. Metzler (eds.), Readings in the Theory of International Trade (Philadelphia: Blakis- 
ton Co., 1949), pp. 104-58. 



[Ch. 21] Monetary System & Balance of Payments • 447 

FIGURE 21-2 

Stabilization of Exchange Rates 

supply of pounds entering the market as a result of U.S. exports of goods, 

services, and securities to the United Kingdom, while the horizontal portion, 

at an exchange rate of $2,424, reflects the willingness of the United 

Kingdom to supply an unlimited quantity of pounds at that price. The lower 

bound to the exchange rate is $2,376 ($2.40 X 0.99). The Bank of England 

stands ready to sell dollars for pounds-—that is, absorb pounds from the 

market—in whatever quantity is offered at $2.376 per pound. Thus the 

demand for pounds becomes perfectly elastic at that price; the demand curve 

is depicted by the line DD in Panel A of Figure 21-2. The falling portion 

of the curve represents the demand for pounds in the market as a result of 

U.S. imports of goods, services, and securities from the United Kingdom, 
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while the horizontal portion at an exchange rate of $2,376 reflects the 

willingness of the United Kingdom to absorb an unlimited quantity of 

pounds at that price. 

In the case depicted in Panel A of Figure 21—2, the demand for and 

supply of foreign exchange are equated at point P where the exchange rate 

is $2.39, which lies between the upper and lower bounds of fluctuation 

permitted. The supply of pounds entering the market as a result of U.S. 

exports to the United Kingdom is equal to the demand for pounds to pay for 

U.S. imports from the United Kingdom, and no intervention in the foreign 

exchange market by the Bank of England is necessary. 

Now suppose that the demand for pounds by Americans to pay for 

imports of goods, services, and securities from the United Kingdom in¬ 

creases, so that the demand curve shifts from DD in Panel A to D'D' in 

Panel B. With the supply curve the same as before, the demand for and 

supply of pounds now intersect at point Q in Panel B. The exchange rate 

rises to its upper bound of $2,424. The number of pounds demanded by 

Americans to pay for imports from the United Kingdom is OB, while the 

number of pounds entering the market as proceeds from U.S. exports to the 

United Kingdom is only OA. To fill the gap, the Bank of England must 

supply AB of pounds by purchasing dollars in the foreign exchange market. 

Suppose, on the other hand, that the demand curve for pounds remains in 

the initial position depicted in Panel A of Figure 21-2, but that the supply 

curve shifts to the position S'S' as shown in Panel C as a result of an increase 

in the U.K. demand for U.S. goods, services, and securities. In this case, the 

demand and supply curves intersect at point R in Panel C, and the exchange 

rate falls to its lower bound of $2.376. The number of pounds coming into 

the market as proceeds of U.S. exports to the United Kingdom is OF, while 

the number of pounds demanded to pay for U.S. imports from the United 

Kingdom is only OE. In order to keep the exchange rate from falling below 

$2,376, it is necessary for the Bank of England to enter the market and buy 

the excess pounds in the amount EF, making payment with dollars. 

In the case depicted in Panel A, trade in goods, services, and securities 

between the two countries is balanced in the sense that proceeds from U.S. 

exports are just sufficient to cover payment for U.K. imports, and the same is 

true for the United States. Panel B depicts a case in which the United 

Kingdom has a balance-of-payments surplus—that is, proceeds from U.K. 

exports are more than sufficient to cover U.K. imports, and the balance 

accrues to the Bank of England in the form of increased holdings of dollars. 

On the other hand, in the case depicted in Panel C, the United Kingdom has 

a balance-of-payments deficit—payments for U.K. imports exceed receipts 

from U.K. exports, and the balance is settled by an outflow of dollars from 

the Bank of England. Conversely, of course, the United States has a balance- 

of-payments deficit in Panel B and a balance-of-payments surplus in Panel C. 
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The Need for Reserves 

In order to be able to absorb the excess pounds from the market when it 

experiences a deficit, as in Panel C, it is necessary for the United Kingdom to 

have "reserves” in the form of dollars to pay for the pounds or to have some 

means of acquiring the necessary dollars. In general, these reserves must have 

been built up in the past as a result of balance-of-payments surpluses of the 

sort depicted in Panel B. 

The United Kingdom meets its obligation to maintain exchange stability, 

as required by the IMF, by standing ready to buy dollars at an exchange rate 

of $2,424 and to sell dollars at an exchange rate of $2,376. Thus, it keeps 

the exchange rate from moving outside this range.5 The United States, on 

the other hand, satisfies its obligation to the IMF by standing ready to buy 

gold from the United Kingdom, or sell gold to that country in unlimited 

quantities at $35 an ounce. This serves to establish a fixed link between both 

currencies and gold. 

When the United Kingdom has a balance-of-payments surplus (as in 

Panel B of Figure 21—2), its reserves will increase, and it has a choice as to 

the form in which it will hold these reserves: it can either hold the dollars it 

acquires from the market or it can use the dollars to acquire gold from the 

United States at the fixed price of $35 an ounce. If it chooses to hold the 

dollars—which initially accrue to it in the form of deposits in U.S. banks—it 

can invest these dollars in interest-bearing securities in the United States, 

thereby earning some return on its reserves. However, while currency pari¬ 

ties are fixed in terms of gold at any particular time under the IMF, there are 

provisions, to be discussed below, for changing these parities in certain 

circumstances. If, for example, the United States should experience a persist¬ 

ent deficit in its balance of payments which it wanted to eliminate, it might 

raise the price of gold, which (as will be explained in detail in Chapter 23) 

would make pounds dearer in terms of dollars and dollars cheaper in terms 

of pounds, thereby stimulating U.S. exports and discouraging U.S. imports. 

The possibility that the United States might take action of this kind creates a 

risk for the United Kingdom in holding its reserves in dollars rather than in 

gold. That is, if the United Kingdom converted dollars into gold at the 

existing price of $35 an ounce and the United States should then raise the 

price of gold to, say, $42, the United Kingdom could reconvert the gold into 

dollars at the latter price when it needed additional dollars. 

5 In practice, the Bank of England will intervene in the market by buying or selling 
dollars before the exchange rate reaches these limits. The main reason for this is a desire 
to prevent speculation in anticipation of a downward or upward revision of the parity 
value of sterling. Such speculation will be further discussed in Chapter 24. 
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In this system, the dollar is a “reserve currency”; the United Kingdom 

may hold its reserves in either dollars or gold—or, more likely, a combina¬ 

tion of the two. The United States holds its reserves in gold. It may be noted 

that reserves of the world as a whole—that is, of the United States and 

United Kingdom together—are increased as a result of additional gold 

entering monetary reserves, either from new gold production or through the 

release of existing gold from nonmonetary uses, and also when the United 

States has balance-of-payments deficits that are settled through acceptance of 

additional dollars by the United Kingdom. 

The Present System 

Although the present international monetary system is considerably more 

complicated than the example just presented because there are many coun¬ 

tries rather than just two, its essential features are the same as in our 

example. Currencies of all member countries of the IMF are defined in gold, 

and this establishes a set of exchange parities among them. Countries other 

than the United States keep their dollar exchange rates within a range of not 

more than 1 percent either side of parity by buying and selling dollars in 

exchange for their own currencies.6 The United States in turn buys and sells 

gold freely at $35 an ounce.7 Thus, countries other than the United States 

take responsibility for maintaining exchange stability between their cur¬ 

rencies and the dollar, while the United States takes responsibility for 

maintaining a fixed link between the dollar and gold—and therefore indi¬ 

rectly between all other currencies and gold. 

Most member countries of the IMF hold their international monetary 

reserves in gold and dollars, with the ratio of dollars to gold varying 

substantially among countries. One slight complicating factor is that the 

countries of the Sterling Area keep their currencies linked to the British 

pound sterling and hold their reserves in sterling.8 Britain in mm keeps the 

pound tied to the dollar in the same manner as most other countries outside 

the Sterling Area. 

The Role of the IMF 

Under the present international monetary system, countries other than 

the United States hold reserves in the form of foreign currencies—primarily 

6 In practice, most countries do not permit their dollar exchange rates to fluctuate by 
the full 1 percent permitted by the IMF rules. See footnote 5 above. 

7 Actually, the United States maintains a small margin between its buying and 
selling prices. It sells gold at $35.0875 per ounce, one fourth of 1 percent above the $35 
parity, and buys it at $34.9125 per ounce, one fourth of 1 percent below parity. 

8 Members of the Sterling Area include Australia, India, Malaysia, New Zealand, Ni¬ 
geria, Pakistan, South Africa, and a number of smaller countries in Asia, Africa, the 
South Seas, and the Caribbean having an historic association with Britain. 
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dollars—or in gold that they can turn into dollars by sale to the U.S. 

Treasury. These reserves are needed in order to permit a country to purchase 

the excess supply of its currency in the foreign exchange market to prevent 

the exchange rate from falling more than 1 percent below the IMF parity 

when its balance of payments goes into deficit—in circumstances analogous 

to those experienced by the United Kingdom in Panel C of Figure 21—2. 

The United States holds reserves in gold—and, to a limited extent, in 

foreign currencies—in order to be able to redeem dollars that are presented 

to it for conversion by other countries. 

One of the major functions of the IMF is to serve as a source from which 

member countries experiencing balance-of-payments deficits can borrow 

foreign currencies to supplement their holdings of gold and foreign ex¬ 

change reserves. Each member country is assigned a “quota” and is required 

to pay into the Fund an amount equal to its quota, 75 percent of the 

payment normally to be made in the country’s own currency and the 

remaining 25 percent in gold.9 Through the payment into the Fund of an 

amount equal to its quota by each country, the Fund began its operations 

with a stock of national currencies and gold. Member countries receive 

"drawing rights” against the Fund that are related to their quotas. If a 

member country needs reserves to cover a balance-of-payments deficit it can 

draw foreign currencies from the Fund, paying in an equivalent amount of 

its own currency in exchange. That is, it can, in effect, borrow foreign 

currencies from the Fund. Such borrowings are to be used to deal with 

temporary balance-of-payments deficits and are normally to be repaid within 

a period of three to five years. The borrowing country may repay by 

“repurchasing” its currency from the Fund, paying in convertible currencies 

or gold in exchange. Alternatively, borrowings are effectively repaid if 

another country, experiencing a balance-of-payments deficit, draws the bor¬ 

rowing country’s currency from the Fund. 

A country is permitted to borrow from the Fund, virtually on notice, an 

amount equal to the difference between its quota and the Fund’s holdings of 

its currency. This amount is termed the country’s "reserve position in the 

IMF” and is counted as part of the country’s monetary reserves. Initially, a 

country’s reserve position normally equals its gold contribution—its so- 

called "gold tranche,” equal to 25 percent of its quota. However, if other 

countries have drawn its currency from the Fund, this enlarges the amount 

the country can borrow freely. For example, on June 30, 1969, the Fund 

held only $68.5 million of the $112.5 million of Norwegian kroner that 

was initially paid in by Norway; hence, Norway, which has a quota of $150 

million and a "gold tranche” of $37.5 million, would, in principle, have 

9 The Fund’s holdings of the currencies of its members are in the form either of 
deposits in the country’s central bank or of noninterest-bearing securities that are re¬ 
deemable on demand when the Fund needs to use the country’s currency. 
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been able to draw without restriction an amount equal to $81.5 million 

($150 million minus $68.5 million). The reason for this is that other 

countries that had had deficits had drawn $44 million in Norwegian kroner 

from the Fund. These drawings, in effect, established a right by Norway to 

draw an equivalent amount from the Fund. 

The upper limit of the total amount of borrowing that a country may 

have outstanding from the Fund at any time is reached when the Fund’s 

holdings of its currency reach 200 percent of its quota. Thus, the total 

amount that Norway could, in principle, have borrowed from the Fund as of 

June 30, 1969, was $231.5 million (2 X 150 — 68.5 = 231.5). However, 

when the Fund’s holdings of a country’s currency become equal to its quota, 

the Fund may require it to satisfy certain conditions to qualify for further 

borrowing; in particular, it may insist that the country take policy action to 

reduce or terminate the balance-of-payments deficit that is the cause of the 

borrowing. Indeed, the conditions imposed on the country may become more 

and more stringent as its borrowings increase. In addition, the interest rate 

the Fund charges for borrowings becomes higher as the size and duration of 

a country’s borrowings increase. 

THE BALANCE OF PAYMENTS 

The balance of payments is a summary of all the international transac¬ 

tions of a country and its citizens during a specified period of time. Table 

21-1 presents the balance of payments of the United States for 1966. The 

balance of payments is a double-entry accounting statement, and, as is the 

case with any such statement, every transaction is entered twice, once as a 

debit and once as a credit. In general, a credit, which is entered in the 

balance of payments with a positive sign, represents the export of some¬ 

thing, whether it be a commodity, a service of some kind, a security, a bank 

deposit, or gold. Likewise, generally speaking, a debit, which is entered with 

a negative sign, represents an import of something, whether it be commod¬ 

ity, service, security, deposit, or gold. 

Thus, if an import of goods into the United States from the United 

Kingdom is paid for by the transfer of a bank deposit from the United States 

to the United Kingdom, the import of goods constitutes the debit side of the 

transaction in the U.S. balance of payments, and the transfer of the deposit 

constitutes the credit side. In effect, what has happened is that the United 

States has imported goods and exported a deposit claim against its banking 

system. Similarly if American investors receive interest or dividends on 

investments in European stocks or bonds, the credit is to income on invest¬ 

ments in the U.S. balance of payments, which represents an export of the 

services of U.S. capital, while the transfer of deposits constitutes the debit 

side of the transaction. The United States has exported capital services and 

imported deposit claims. 
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The U.S. Balance of Payments 

Table 21—1 shows the net debits or net credits in the U.S. balance of 

payments, classified under a number of headings. Thus, under the first 

heading it shows that the United States had a credit balance of $2,516 

million on goods and services account in 1968—that is, that we exported 

$2,516 million more goods and services than we imported. The gross 

transactions in goods and services were, of course, much larger than this; 

actually, our exports of goods and services were $50,594 million while our 

TABLE 21-1 

Balance of Payments of the United States, 1968 

(minus sign indicates net payments (debits); absence 

of sign indicates net receipts; amounts in 

millions of dollars) 

Balance on goods and services. 

Merchandise. 626 

Military expenditures.—3,103 

Transportation. — 3 24 

Travel.,.—1,252 

Income on investments. 4,766 

Other services.   1,803 

Remittances and pensions. 

U.S. government grants and loans. 

Long-term capital movements. 

Short-term capital movements, exclusive of changes in 

U.S. liquid liabilities to foreign central banks and govern¬ 

ments . 

Errors and unrecorded transactions. 

Surplus or deficit (—), official reserve transactions basis.... 

2,516 

-1,159 

-3,955 

-506 

5,384 

-642 

1,638 

Financing of deficit or surplus: 

U.S. official reserve assets (increase,— ). —880 

Gold. 1,173 

Convertible currencies.— 1,183 

IMF reserve position. — 870 

Liabilities to foreign official agencies (decrease, — ). — 758 

Source: Department of Commerce, Survey of Current Business, September 1969, 
pp. 36-38* 

imports were $48,078 million. The subdivisions under the balance on goods 

and services show the breakdown by categories; thus, our exports of mer¬ 

chandise exceeded our imports by $626 million, our purchases of transporta¬ 

tion services from other countries exceeded our sales of such services to them 

by $324 million, and so on. 

The category, "military expenditures” includes amounts spent abroad by 

U.S. military personnel, as well as our foreign expenditures for military 

construction and services and cash expenditures abroad for military assist¬ 

ance to our allies. However, military grants in the form of goods and 
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services, which were estimated to be $838 million in 1968, are not included 

in the balance of payments as presented in Table 21—1. If they were 

included, they would produce a credit in the form of an increase in exports 

of goods and services and an equal debit in the form of an increase in the 

category "U.S. government grants and loans,” to be discussed below. Since 

inclusion of these military shipments in exports would exaggerate the size of 

our credit balance on goods and services account, it seems preferable to omit 

them. 

Remittances and pensions include gifts made in the form of goods or 

money by individuals and by charitable or other institutions, together with 

pension payments to persons residing overseas. The debit balance of $1,159 

million shown in Table 21-1 indicates that such transfers out of the United 

States exceeded transfers into the United States by this amount. 

The category, “U.S. government grants and loans,” represents roughly the 

U.S. foreign economic aid program; as indicated above, military grants are 

excluded. For balance of payments purposes, government grants are defined 

as transfers of resources—whether in money or in kind—for which no 

payment is expected, or for which repayment terms have not yet been 

defined. Loans include all U.S. government loans, repayments of such loans, 

investments in international institutions, and net changes in other U.S. 

government claims except those included in official reserves, to be discussed 

below. The debit balance in Table 21-1 indicates a net outflow of $3,955 

million from the United States in 1968. 

In the capital account of the balance of payments, foreign lending by U.S. 

citizens, business firms, or financial institutions—i.e., the importing of securi¬ 

ties or I O U’s—is entered as a debit, while U.S. borrowing from abroad— 

the exporting of securities or I O U’s—is entered as a credit. It is customary 

to distinguish between long-term and short-term capital movements. Some¬ 

what arbitrarily, long-term capital movements are defined to include the 

export and import of securities or loan contracts having a maturity of more 

than one year at the time of original issuance, while short-term capital 

movements are those involving export or import of securities or loan 

contracts having an original maturity of one year or less. 

Table 21-1 shows that the United States experienced a long-term private 

capital outflow of $506 million in 1968—that is, that we increased our 

long-term private claims by that amount. This is a net figure, and it includes 

the changes in both U.S. holdings of foreign long-term claims and foreign 

holdings of long-term claims against the United States. On short-term 

capital account, there was a net inflow of $5,384 million. This includes both 

changes in U.S. holdings of short-term claims against foreigners and changes 

in foreign holdings of short-term claims against the United States. It does 

not, however, include holdings by foreign central banks and governments of 

claims against the United States. 

Many of the items in the balance of payments are estimated from 
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incomplete data and are subject to errors of uncertain magnitude. In many 

cases, the debit or credit side of a transaction may appear in the records 

while the other side may be missed. If all transactions were fully recorded, 

debits should equal credits for the balance of payments as a whole. But 

because errors are made and portions of some transactions are missed, this is 

never the case. To make the accounts balance as they should, the difference 

between the total recorded debits and the total recorded credits is entered 

under the heading "errors and unrecorded transactions.” In 1968, as it 

turned out, total recorded credits exceeded total recorded debits by $642 

million, and this amount was therefore shown as a debit under "errors and 

unrecorded transactions.” There is no way, of course, of knowing how this 

amount should be allocated among the various items in the balance of 

payments, although there are some reasons for suspecting that a large 

portion of it is frequently unrecorded capital movements. 

Definition of Surplus or Deficit 

We come now to the problem of defining the surplus or deficit in the 

balance of payments. Since the balance of payments is a double-entry 

accounting statement, the sum of all the debits must necessarily equal the 

sum of all the credits, that is, the statement in total must necessarily balance. 

Consequently, when it is said that there is a surplus—receipts exceed pay¬ 

ments—or a deficit—payments exceed receipts—it must be that only a 

portion of the balance of payments is being considered. Of course, the 

surplus or deficit could be defined in various ways; that is, various categories 

of items could be used in calculating it. However, we can get a clue 

concerning the appropriate definition under the present international mone¬ 

tary system by referring back to Figure 21—2 and the related discussion. We 

noted that in the case depicted in Panel B of Figure 21-2, the number of 

pounds demanded by Americans to pay for imports from England was OB, 
while the number of pounds entering the market as proceeds from U.S. 

exports to the United Kingdom was only OA. To keep the demand from 

exceeding the supply and forcing the exchange rate above the upper limit of 

$2,424, it was necessary for the Bank of England to supply AB of pounds by 

purchasing dollars in the foreign exchange market. Thus, the reserves held 

by the Bank of England increased by the amount AB. The Bank of England 

has the option of holding these dollars as part of its reserves (in the form of 

deposits in U.S. banks or securities purchased in the United States) or 

turning them in to the U.S. Treasury for gold at the fixed price of $35 an 

ounce. It would be logical to say that the United Kingdom had a surplus in 

its balance of payments in the amount AB, that is, to define the surplus to be 

equal to the increase in its reserves. Alternatively, the surplus is equal to the 

amount by which U.K. exports of goods, services, and securities to the 

United States (the distance OB) exceed U.K. imports of goods, services, and 
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securities from the United States, not counting the purchases of dollars by 

the Bank of England (the distance OA ). 

The opposite case is depicted in Panel C of Figure 21-2. Here the 

supply of pounds entering the foreign exchange market as a result of U.K. 

imports of goods, services, and securities exceeds the demand for pounds to 

pay for U.S. imports from the United Kingdom. In order to prevent the 

supply of pounds from exceeding the demand and forcing the exchange rate 

below the lower limit of $2.376, it was necessary for the Bank of England to 

buy EF of pounds by supplying dollars to the foreign exchange market. 

Thus, the reserves held by the Bank of England declined by the amount EF. 
In this case, it would be logical to say that the United Kingdom had a deficit 

in its balance of payments in the amount EF—i.e., to define the deficit to be 

equal to the decline in U.K. reserves. Alternatively, the deficit is equal to the 

amount by which U.K. imports of goods, services, and securities (the 

distance OF) exceeds U.K. exports of goods, services, and securities, not 

counting the sales of dollars by the Bank of England (the distance OE). 
Thus, in the case of a nonreserve currency country, it would be appropri¬ 

ate to define the surplus or deficit in the balance of payments to be equal to 

the increase or decrease in the country’s reserves. In the case of a reserve 

currency country such as the United States, the situation is a little more 

complicated. When the United States has a deficit, in the sense that the 

outflow of dollars exceeds the inflow, U.S. reserves of gold and foreign 

exchange need not necessarily decline. Foreign central banks, fulfilling their 

responsibilities for stabilizing exchange rates under the IMF rules, will be 

forced to buy dollars (as the United Kingdom was forced to do in the case 

depicted in Panel B of Figure 21-2). It is quite likely, however, that the 

central banks will decide to hold some portion of the dollars they have 

acquired in the form of deposits in U.S. banks or investments in securities 

purchased in the United States. To the extent that they decide to do 

this—i.e., to continue to hold the increase in their reserves in the form of 

dollars—U.S. reserves are not reduced when the United States has a deficit. 

On the other hand, to the extent that they choose to turn the dollars in to 

the U.S. Treasury for gold at the price of $35 an ounce, U.S. reserves are 

reduced. Conversely, if the United States should have a balance-of-payments 

surplus, so that foreign central banks would have to sell dollars to stabilize 

exchange rates (as in Panel C of Figure 21—2), this would not increase U.S. 

reserves of gold and foreign exchange except to the extent that foreign 

central banks sold gold to the U.S. Treasury to replenish the losses of dollars 

resulting from their sales in the foreign exchange market. 

Thus, while the surplus or deficit of a nonreserve currency country may 

be defined to be equal to the increase or decrease of its reserves, a modifica¬ 

tion of this way of measuring the deficit is required in the case of a reserve 

currency country. For the United States, the balance-of-payments surplus or 

deficit may be defined to be equal to the algebraic sum of the increase or 
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decrease in reserves plus the decrease or increase in holdings of dollars by 

foreign central banks. This is the way in which the deficit or surplus was 

defined in the construction of Table 21—1. 

The student’s attention is directed to the line drawn across Table 21-1 

beneath the entry for "errors and unrecorded transactions.” The categories of 

transactions recorded above this line are those responsible for the deficit: 

trade in goods and services, remittances and pensions, U.S. government 

grants and loans, long-term capital movements, short-term capital move¬ 

ments, and errors and unrecorded transactions. In 1968, the combined effect 

of these categories of transactions was to produce a net inpayment or credit 

balance of $1,638 million. This is entered just below the line as the 

balance-of-payments surplus under the specific designation "surplus or defi¬ 

cit (—), official reserve transactions basis.” As indicated above, the surplus 

or deficit is equal to the algebraic sum of the increase or decrease in reserves 

plus the decrease or increase in liabilities to foreign central banks. The 

changes in reserves and liabilities accounting for the deficit are presented 

under the heading, "financing of deficit or surplus.” In 1968, U.S. reserves, 

including gold, convertible currencies, and reserve position in the IMF, 

increased by $880 million.10 At the same time, U.S. liabilities to foreign 

official agencies (i.e., foreign central banks and monetary authorities) de¬ 

clined by $758 million. The increase in reserves plus the decline in liabilities 

amounted to $1,638 million, accounting for the surplus of that amount.11 

10 The increase of $870 million in the U.S. reserve position in the IMF is a result 
of transactions which reduced IMF holdings of dollars by that amount. These trans¬ 
actions can be summarized as follows: (1) The United States repurchased dollars from 
the IMF with foreign currencies (i.e., repaid its earlier borrowings from the IMF) in the 
amount of $84 million; (2) other countries drew (i.e., borrowed) dollars from the IMF 
in the amount of $806 million; and (3) the IMF earned income in dollars to the extent 
of $20 million. See the discussion of the reserve position in the IMF, pp. 451-52. above. 

11 The official reserve transactions surplus or deficit which is used in Table 21-1 and 
discussed above is one of two surplus or deficit concepts used by the Department of Com¬ 
merce in official balance-of-payments tabulations. The other, known as the liquidity 
surplus or deficit, differs in one important respect: it excludes the change in foreign private 
holdings of liquid claims against the United States in calculating the surplus or deficit 
itself and instead treats this item as a means of financing the surplus or deficit. In other 
words, this item, which is included in "short-term capital movements” above the line 
in Table 21-1, is transferred below the line in drawing up the balance of payments on a 
liquidity basis. Prior to December 1965, the liquidity concept was the only one used. 
However, in its report submitted in 1965, the Review Committee for Balance of Payments 
Statistics recommended the official reserve transactions concept as the best measure of 
the surplus or deficit to be used in official reports. For a discussion of the relative merits 
of the two concepts, see the Balance of Payments of the United States: A Review and 
Appraisal, Report of the Review Committee for Balance of Payments Statistics to the 
Bureau of the Budget (Washington: U.S. Government Printing Office, 1965), chap. 9. 
The present writer prefers the official reserve transactions concept, and it fits much more 
logically into the discussion of the foreign exchange markets than does the other. 



Chapter 

RELATIONS BETWEEN 

DOMESTIC ECONOMIC 

ACTIVITY AND 

INTERNATIONAL TRADE 

In a country that maintains trade relations with other 

countries, both the domestic economy and the balance of payments are 

affected by developments related to foreign trade and by economic condi¬ 

tions in other countries. The relationships involved are rather complex, but 

we shall attempt in this chapter to sort out the main forces at work. For 

simplicity, we will first consider changes in national income in the absence 

of changes in prices; later we will consider the effects of price changes. 

NATIONAL INCOME AND INTERNATIONAL TRADE1 

Let us consider a world in which there are two countries, which we shall 

call Country 1 and Country 2. For some purposes, it will be useful to think 

of Country 1 as the country we are primarily concerned with (say, the 

United States) and Country 2 as the rest of the world. The economies of 

these two countries are governed by the following set of equations: 

Cx = (1 - Sx'lYl + Cx (1) 
Mi = m\Y\ T~ AIi (2) 
Yx = Cx + lx + Xi - Ml (3) 
C2 = (i — t2)y2 + c2 (4) 

m2 — ^2y2 -f- m2 ^5) 
y2 — c2 + /2 + x2 — m2 (6) 
Xx = M2 (7) 
X2 = Ml (8) 

In these equations, subscript 1 refers to Country 1 and subscript 2 to 

Country 2; Y is national income (GNP), C is personal consumption 

expenditures, Z is gross private domestic investment, X is exports of goods 

1 For more extensive treatments of this subject, see Fritz Machlup, International Trade 
and the National Income Multiplier (Philadelphia: Blakiston Co., 1943); Lloyd A. 
Metzler, ’'Underemployment Equilibrium and International Trade,” Econometrica, Vol. X, 
April 1942, pp. 97-112; and Romney Robinson, "A Graphical Analysis of the Foreign 
Trade Multiplier,” Economic Journal, Vol. LXII, September 1952, pp. 546-64. 

458 
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and services, and M is imports of goods and services. As is the case in the 

national income accounts, consumption and investment include expenditures 

on imported as well as domestically produced goods and services; this is the 

reason for the subtraction of imports (Ab and M2 in Equations 3 and 6).2 

Equations 1 and 4 are the consumption functions of Countries 1 and 2, 

respectively. The parameters jy and s2 are the respective marginal propensi¬ 

ties to save; that is, 1 — and 1 — s2 are the marginal propensities to 

consume. Equations 2 and 5 are the import demand equations for Country 1 

and Country 2, respectively. It is assumed that the demand for imports in 

each country depends on that country’s income; the parameters mx and m2 

are referred to as the "marginal propensities to import” of the two coun¬ 

tries.3 Equations 7 and 8 merely state the fact that in a two-country system, 

the exports of one country are necessarily equal to the imports of the other. 

In using this system of equations, we are making several assumptions, 

partly to simplify the presentation and partly to isolate the effects of changes 

in income from other changes that might be occurring at the same time. 

1. We are disregarding the effects of government expenditures and taxes, 

assuming, in effect, that there is no government. This assumption is made 

entirely for simplicity; the analysis could quite easily be modified to take 

explicit account of government activities. 

2. We are assuming that the exchange rate between the currencies of the 

two countries is rigidly fixed and also that internal prices do not change in 

either country. In other words, we assume that in both countries there are 

unemployed productive factors, constant returns in production, and constant 

factor prices. Real consumption and real imports are taken to be functions of 

real income. With constant prices and exchange rates, real magnitudes are 

proportional to money magnitudes; hence money consumption and money 

imports are functions of money income. 

3. We are disregarding all monetary influences, assuming, in effect, that 

interest rates remain unchanged in both countries. 

4. Possible effects of the level of national income or of changes in 

national income (the acceleration principle) on domestic investment are 

neglected. 

5. No account is taken of elements in the balance of payments other than 

trade in goods and services. 

In this model, investment in each country (/x and Z2) is taken to be 

exogenously determined. The parameters, Mx, M2, Cx, and C2 reflects the 

level of import and consumption demand. If Iu /2, Mi, M2, Cu C2, slt s2, 

m1} and ni2 are all taken as given, the model contains eight equations, which 

2 See Chapter 2, pp. 29—30. 

3 There is a good deal of empirical evidence to support the assumption that import 
demand is a function of income. Of course, it is also a function of other variables, 
particularly prices of imports relative to domestically produced goods and services, which 
are assumed not to be operative in the above model. 
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are sufficient to determine the eight variables, Y1} Y2, Cu C2, Mx, M2, Xu 
and X2. 

FOREIGN TRADE MULTIPLIERS 

From this model we will derive a set of foreign trade multipliers 
which show the effects on income in the two countries of autonomous 

changes in investment and l2) and of autonomous shifts in import de¬ 

mand (changes in Mx and M2). In other words, we will extend the concept 

of the multiplier developed in Chapter 6 to an economy which carries on 

trade with another economy. The easiest way to begin the derivation of the 

foreign trade multipliers is to write Equations 1 to 8 in terms of changes: 

ACi = (1 — ^0 AYi_+ ACi (9) 

AMi = A Yi + AMi (10) 
AYi = ACi -f- All "T AXx — AMi (11) 

AC2 = (l — ^2) AY2 -j- AC2 (12) 

AM2 = m2 A Y2 + AM2 (13) 
AY2 = AC2 *T AJ2 4" AX2 — AA42 (14) 

AXi = AA42 (15) 
AX2 = AMi (16) 

Since the equations are linear and the slopes (1 — su 1 — s2, mlt and m2) 

are assumed not to change, the equations can be written in this way. Thus, 

Equation 9 says, "The change in consumption in Country 1 is equal to the 

marginal propensity to consume in Country 1 times the change in income in 

Country 1 plus the autonomous change in consumption in Country 1.” 

We can use Equations 15 and 16 as a basis for substituting AM2 for AXx 

in Equation 11 and AMX for AX2 in Equation 14. Then Equations 11 and 14 

become 

AYi = ACi T" AZi + AAI2 — AMX 
AY2 = AC% -f- AI2 -J- AMi — AA!2 

Substituting in these equations the values of AC1} AAfx, AC2, and AM2 given 

by Equations 9, 10, 12, and 13, we obtain, after some simplification, 

(j"i 4“ rn\) AYi = ACX 4~ A Jx — AiVfi 4~ tn2 AY2 4~ AA12 (17) 
(i2 4- ^2) AY2 — AC2 4" AI2 — AM2 4“ ui\ AYi 4“ A All (IS) 

From these equations, we can readily derive the multipliers we are interested 

in. 

Case 1: Multipliers Applicable to an Autonomous Change in 
Domestic Investment in Country 1 (A71). In this case, everything in 

Equations 17 and 18 except investment in Country 1, income in Country 1, 

and income in Country 2 remains constant. Thus, ACX = 0, A/tl1 = 0, 

AM2 = 0, AC2 = 0, and A/2 = 0. Equations 17 and 18 become 
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(ji -f- mi) AYi = All + «z2 AY2 
(j-2 + m2) AY2 = AYi 

Solving the second of these equations for AY2, we obtain 

AY; - ”* AY, 
S2+ m2 

Substituting this into the first of the equations, we obtain, 

(19) 

Oi + «i) AYi = Afx + —p- AYi 
*2 + *»2 

Solving for AYX, we have 

AYi — — j-—r-All 
J1J2 + s\rn% + mis2 

Substituting this value for AYX in Equation 19 and solving for AY2, we 

obtain 

AY2 = -—--All 
J1J2 + S\m2 ~r ^1^2 

The trade balance of Country 1 (Bx) is, by definition, the difference between 

Country Ts exports and its imports—that is B1 — Xx — Mt. Thus, the 

change in its trade balance is 

A5i = AXi — AMi = AM2 — AM] 

ABi = m2 AY2 — mi AYi 

Substituting the values of AYx and AY2 from Equations 20 and 21 and 

simplifying, we have 

ABi = -, -A/i (22) 
J1J2 1 Sim2 -j- miS2 

(Of course, the change in the trade balance of Country 2, AB2, is the same 

as the change in the trade balance of Country 1, but with opposite sign.) 

To illustrate these results, suppose sx = 0.45, mx — 0.05, s2 = 0.22, 

and m2 — 0.20. Using Equations 20, 21, and 22, this yields 

AYi 0.22 + 0.20 

A/T “ (0.45)(0.22) + (0.45)(0.20) + (0.05)(0.22) 

A Y2 0.05 

Ah ~ (0.45X0.22) + (0.45)(0.20) + (0.05)(0.22) 

ABi -(0-05X0.22) 

Ah ~ (0.45)(0.22) + (0.45)(0.20) + (0.05)(0.22) 

0.25 

-0.055 
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Thus, an autonomous increase in investment of 10 in Country 1 — 10) 

will (a) raise income in Country 1 by 21, (b) raise income in Country 2 by 

2.5, and (c) shift Country l’s balance of trade toward a deficit by 0.55. 

The full effects are shown in column 1 of Table 22-1. 

TABLE 22-1 

Foreign Trade Multipliers for Changes in Investment and Import Demand 
in a Two-Country Model 
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AYiC= A Ci + AXi - AMO. . 21.00 11.00 10.00 , -11.00 
ACi(= 0.55 AYi). . 11.55 6.05 5-50 -6.05 

A/i. . 10.00 
AXi(= AM2). . 0.50 5.50 5.00 4.50 
AMi ( = 0.05 AYi + AMi). . 1.05 0.55 0.50 9.45 
AY2 C — AC2 -f- AI2 d- AXo — AMO - ■ . 2.50 -22.50 25.00 22.50 
A C2(= 0.78 AY2). . 1.95 -17.55 19.50 17.55 
AI2. 10.00 
AX2(= AMi). . 1.05 0.55 0.50 9.45 
AM2 (= 0.20 AY2 + AM2). . 0.50 5.50 5.00 4.50 
ABi(= AXi — AMi). .-0.55 4.95 4.50 -4.95 
AB2 ( — AX2 — AM2). . 0.55 -4.95 -4.50 4.95 
AY(= AYi + AY,). . 23.50 -11.50 35.00 11.50 

Case 2: Multipliers Applicable to an Autonomous Change in the 

Demand for Imports in Country 2 (AM2). This is the same thing as an 

autonomous change in Country l’s exports. Its effects can be derived by 

setting A£1 — 0, A/x = 0, AMt = 0, AC2 = 0, and AI2 = 0 in Equations 

17 and 18 and solving the resulting equations for AYx and AY2.4 This 

yields 

AY, =-, ,-A M2 (23) 
S1S2 + Jl^2 + 

A Y2 =-, ~J‘ -AM, (24) 
J1J2 + Sim2 + ms2 

The effect on Country l’s trade balance is given by 

4 It is assumed throughout this analysis that changes in import demand are at the 
expense of domestically produced consumption or investment goods. This is apparent 
in the above case from the fact that the increase in M1 is not accompanied by an in¬ 
crease in Ci or h. Since C and I include all spending on consumption and investment, 
whether the goods and services are produced at home or imported, an increase in imports 
with no increase in total consumption or investment implies a corresponding reduction 
in the demand for domestically produced goods and services. 
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ABi = AXi — AMi = A M2 — AMi 

ABi — m2 AY2 -j- AM2 — 77^1 AYi 

Substituting the values of AYX and AY2 from Equations 23 and 24 and 

simplifying we obtain 

ABi = 
_JjJ2 

sxs2 + sim2 + mi s2 
AM2 (25) 

For our numerical example, we have, upon substitution of = 0.45, 

m1 = 0.05, s2 0.22, and m2 — 0.20 in Equations 23, 24, and 25: 

AYi 

AM2 

ay2 

am2 

ABi 

AM2 

= 1.1 

= -2.25 

= 0.495 

That is, an autonomous increase of 10 in import demand in Country 2 

(i.e., an autonomous increase in Country l’s exports) will (a) raise 

income in Country 1 by 11, (b) lower income in Country 2 by 22.5, and 

(c) shift Country l’s balance of trade toward a surplus by 4.95. The de¬ 

tailed effects of an increase of 10 in import demand in Country 2 are shown 

in column 2 of Table 22-1. 

Case 3: Multipliers Applicable to an Autonomous Change in Invest¬ 

ment in Country 2 (A/2). Setting ACx ~ 0, A/x = 0, AMt --- 0, AM2 = 0, 

and AC2 2= 0 in Equations 17 and 18 and solving the resulting equations for 

AYr and AY2, we obtain 

AYi = 

AY2 = 

Wh . r 
A12 

S1S2 + sxm2 + mxs2 
(26) 

si~h m . T 
Ax2 

Jir2 + sxm2 + mxs2 
(27) 

The effect on the trade balance is given by 

ABi = AXi — AMx = AM2 — AMi 

ABi = m2 AYz ~ mi AYi 

Substimting the values of AYX and AY2 from Equations 26 and 27 and 

simplifying, we have 

Sim2 

sxs2 + Sim2 + miSi 
Ah ABi = (28) 
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For our numerical example, we have, upon substituting the values, s1 =■ 0.45, 
mx = 0.05, s2 = 0.22 and m2 ~ 0.20 in Equations 26, 27, and 28: 

AYi 

AI2 
1 

a y2 

AI2 

ABi 

~AL 

= 2.5 

= 0.45 

Thus, an autonomous increase of 10 in investment demand in Country 2 
would (^) raise income in Country 2 by 25, (b) raise income in Country 1 
by 10, and (c) shift Country l’s trade balance toward a surplus by 4.5. 
Column 3 of Table 22-1 shows the full effects of an increase of 10 in 
investment demand in Country 2. 

Case 4: Multipliers Applicable to an Autonomous Change in the 
Demand for Imports in Country 1 (AMA. This is the same thing as an 
autonomous change in Country 2’s exports. Setting ACl = 0, A/x — 0, 
AM2 = 0, AC2 = 0, and AI2 = 0 in Equations 17 and 18 we have 

AYi =----AM, 
S1S2 + Sim2 + mis2 

AY, =-- j‘ -AM, 
•<■1^2 + s\m2 + mis2 

The effect on Country l’s trade balance is given by 

ABi = AXi — AMi = AM2 — AMi 

ABi = m2 AY2 — mi AYi — AMX 

(29) 

(30) 

Substituting the values of AYq and AY2 from Equations 29 and 30 and 
simplifying, we have 

ABi = -^2--AMi (31) 
^1^2 -1~ Sim2 + mis2 

For our numerical example, substituting the values = 0.45, mx — 0.05, 
s2 — 0.22, and m2 = 0.20 in Equations 29, 30, and 31, we have 

AY, 

AMi 

AY2 

AMX 

ABi 

AMX 

-1.1 

2.25 

-0.495 

!■ 

ii 
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Thus, an autonomous increase of 10 in import demand in Country 1 (i.e., an 

increase in Country 2’s exports) will (a) lower income in Country 1 by 11, 

(b) raise income in Country 2 by 22.5, and (c) shift Country I s trade 

balance toward a deficit by 4.95. The details are shown in column 4 of Table 

22-1. 

SOME IMPLICATIONS OF THE ANALYSIS 

Several important conclusions concerning the relation between national 

income and international trade can be drawn from this analysis. 

International Transmission of Instability 

In an interdependent world such as that depicted by the model developed 

above, variations in the strength of investment demand in one country will 

not only cause fluctuations in income in that country but will spill over 

through induced variations in import demand to cause fluctuations in the 

rest of the world as well. For the country experiencing the initial change in 

investment, imports constitute a leakage from the domestic income stream, 

which has an effect similar to saving. Thus, a high marginal propensity to 

import in that country will reduce its domestic multiplier, thereby tending to 

make its economy more stable. At the same time, the effects of changes in 

investment are transmitted to the rest of the world through the induced 

change in imports. A high marginal propensity to import in the country 

experiencing the initial change in investment therefore means that a large 

impulse is transmitted to the rest of the world, thereby contributing substan¬ 

tially to instability there. 

These matters can be clarified by reference to Table 22-2, which pulls 

together the multipliers for changes in investment in Country 1 and Country 

2 and contrasts these with the multipliers that would prevail in the absence 

of foreign trade. (As was explained in Chapter 6, the multiplier for a 

change in investment in the absence of foreign trade is the reciprocal of the 

marginal propensity to save.) The upper section (A) of the table shows 

that in the absence of trade, the domestic multiplier for a change in 

investment in Country 1 would be 2.22. The presence of trade with the 

parameters assumed in our numerical example reduces this multiplier only 

slightly, to 2.1, and causes investment in Country 1 to have a rather small 

effect—a multiplier of 0.25—on income in Country 2. On the other hand, 

the lower section (B) of the table shows that the multiplier for a change in 

domestic investment in Country 2 in the absence of trade would be 4.55. 

The introduction of trade reduces this multiplier by 45 percent to 2.5, and 

causes the change in investment in Country 2 to have a substantial effect—a 

multiplier of 1—on income in Country 1. Thus, primarily because the 

marginal propensity to import in Country 2 (0.20) is much larger than that 
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TABLE 22-2 
A. Multipliers for Change in Investment in Country 1 

in Country 1 (0.05), the introduction of foreign trade reduces the domestic 

multiplier in Country 2 much more than it reduces the domestic multiplier 

in Country 1, and causes changes in investment in Country 2 to have much 

greater effects on income in the rest of the world than do changes in 

investment in Country l.5 

Relation between National Income and the Trade Balance 

The relation between changes in a country’s trade balance and changes in 

its national income is a rather complicated one which depends on the 

initiating cause. The following table shows the direction of the effects on 

income and the trade balance produced by autonomous changes in invest¬ 

ment at home and abroad and by autonomous changes in exports and 

imports. The last column of the table indicates examples of each phenome¬ 

non in the numerical illustration given in Table 22-1. The term, "improve” 

as applied to trade balance means an increase in exports relative to imports 

and a movement in the direction of a surplus; the term "worsen” refers to a 

movement toward a deficit. Decreases in investment at home or abroad or 

5 This statement is somewhat oversimplified, since changes in the other parameters (the 
marginal propensities to save and to import in the rest of the world) as well as the 
domestic marginal propensity to import affect the extent to which the presence of foreign 
trade changes a country’s domestic multiplier and also the extent to which fluctuations are 
transmitted to the rest of the world. 



[Ch. 22] Domestic Activity & International Trade • 467 

Initiating Cause Effect on Income 

Effect on 

Trade Balance 

Illustrations in 

Table 22-1 

Increase in 
investment 
demand at home 

Increase Worsen Country 1 in column 1 
Country 2 in column 3 

Increase in 
investment 
demand abroad 

Increase Improve Country 2 in column 1 
Country 1 in column 3 

Increase in 
home demand 
for imports 

Decrease Worsen Country 1 in column 4 
Country 2 in column 2 

Increase in 
foreign demand 
for exports 

Increase Improve Country 1 in column 2 
Country 2 in column 4 

decreases in exports or imports would, of course, produce changes in income 

and the trade balance opposite in direction to those indicated in the table. 

An autonomous increase in domestic investment will increase income 

while moving the trade balance toward a deficit. In Table 22-1, column 1, 

an increase of 10 in investment demand in Country 1 raises that country’s 

income by 21; this raises imports by 1.05, thereby causing income to rise in 

Country 2, which increases Country 2’s imports (Country l’s exports) by 

0.5. Thus, the increase of 21 in Country l’s income is associated 

with a movement of its trade balance toward a deficit by 0.55 (&B1 = 

AXx — AMj = 0.50 — 1.05 — — 0.55). In all of the other cases— 

where the initiating cause is an autonomous change in investment abroad, in 

imports, or in exports—income and the trade balance move in the same 

direction; an increase in income is associated with an improvement in the 

trade balance, and a decrease in income is associated with a worsening of the 

trade balance. This is because, in these cases, the stimulus to income itself 

comes through the trade balance: an initial improvement or worsening of 

the trade balance is the cause of the rise or fall of income. Since, in practice, 

changes in investment at home and abroad and in outside forces affecting 

exports and imports are commonly all occurring simultaneously, it is not 

surprising that there is no easily predictable relation between changes in 

income and changes in the trade balance. Thus, for example, recession may 

occur in association with either a trade deficit or a trade surplus. 

“Beggar-My-Neighbor” Policies 

In terms of the analysis presented above, if a country is suffering from an 

inadequate level of demand and excessive unemployment, there are two 

ways in which it might proceed to correct the situation: 
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1. It might attempt to stimulate increased aggregate consumption and 

investment demand. This might be done by increasing government 

expenditures, by reducing taxes to stimulate consumption, or by the 

adoption of an easier monetary policy to stimulate investment spending. 

2. It might attempt to stimulate its domestic economy by taking measures to 

increase exports or decrease imports. This might be done by depreciating 

its currency relative to the currencies of other countries, by subsidizing 

exports, or by raising trade barriers to discourage imports. 

While policies of either type 1 or type 2 would be capable of increasing 

income and employment in the home country, their effects on the balance of 

payments and on the rest of the world would be quite different. Expansion¬ 

ary fiscal or monetary policies (type 1) would create new demand in the 

country adopting them; the resulting rise in income would increase imports, 

thereby shifting the balance of payments towards a deficit, transmitting a 

portion of the stimulus to the rest of the world, and raising incomes abroad. 

Thus, such policies would serve to raise total income for the world as a 

whole. This can be seen from Table 22—1. An increase of 10 in investment 

in Country 1 (column 1) raises income in Country 1 by 21 and in Country 2 

by 2.5, thereby producing a total increase in world income of 23.5. An 

increase in investment of 10 in Country 2 (column 3) raises income in that 

country by 25 and raises income in Country 1 by 10 for a total increase in 

world income of 35. 

On the other hand, measures that stimulate exports or discourage imports 

(type 2 above) will raise domestic income while shifting the balance of 

payments toward a surplus and depressing incomes abroad. In a sense the 

country adopting them does not add to total world demand, but rather 

stimulates its own economy by taking demand away from the rest of the 

world. This also can be seen from Table 22-1. If Country 1 stimulates its 

exports (the imports of Country 2) by 10 (colunm 2), this will raise the 

income of Country 1 by 11 while reducing the income of Country 2 by 22.5, 

thereby actually lowering income for the world as a whole by 11.5. If 

Country 2 stimulates its exports (the imports of Country 1) by 10 (column 

4), the income of Country 2 will be raised by 22.5 while the income of 

Country 1 will be reduced by 11, with the result that the income of the 

world as a whole will be raised by 11.5. 

It is apparent from these illustrations that when a country takes measures 

to stimulate exports or retard imports, these measures will definitely reduce 

incomes in other countries—unless, of course, they are offset by domestic 

action in those countries. Since these measures raise income at home and 

reduce it abroad, they may either raise or lower income for the world as a 

whole depending on which effect dominates. The change in income for the 

world as a whole (AY) is 

AY - AYi + AY2 
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To find the effect on world income of a change in Country l’s exports 

(AM2), substitute the values of AYx and AY2 given in Equations 23 and 24. 

This yields 

AY =-Y2 ~-Jl,-AM, 
S\S% + S]m<i + m\s<i 

AY will be positive if q is less than s2 and negative if q is greater than s2. 

That is, if the country that takes action to stimulate exports or retard imports 

has a smaller marginal propensity to save than the rest of the world, the 

increase in that country’s income will exceed the decline in income in the 

rest of the world, and total world income will rise. On the other hand, if 

the country taking the action has a larger marginal propensity to save than 

the rest of the world, the increase in its income will be less than the fall in 

income in the rest of the world, and total world income will fall. That is, if a 

portion of aggregate demand is shifted from a country with a low multiplier 

(i.e., a high marginal propensity to save) to one with a high multiplier, 

total world income will be increased, and vice versa. 

Certain important general principles of economic policy can be drawn 

from this analysis. It is generally not appropriate for a country to attempt to 

manipulate its foreign trade position as a means of stimulating economic 

activity at home. In the 1930’s, many countries attempted to eliminate 

domestic unemployment by expanding exports or contracting imports 

through currency depreciation or other measures. When one country 

adopted measures of this kind, however, it merely served to accentuate the 

unemployment problems of other countries; when many countries tried to 

use such methods, the effects on income and employment tended to cancel 

out while the effects on world trade were chaotic. As a result of this 

experience in the 1930’s, attempts to increase domestic employment by 

artificially stimulating exports or retarding imports have come to be called 

"beggar-my-neighbor” policies and are now generally regarded as improper. 

It is now recognized that the proper way to deal with domestic unemploy¬ 

ment is through the application of expansionary fiscal and monetary policies 

rather than through manipulation of the trade balance. 

ESTIMATION OF MULTIPLIERS 

It should be noted that the presence of foreign trade complicates the 

estimation of the multiplier applicable to autonomous changes in domestic 

spending. In the case of the United States, fortunately, this complication is 

not too serious. It is customary to assume that the effects of changes in U.S. 

imports on the national income of other countries are offset by appropriate 

domestic monetary and fiscal policies in those countries. This is reasonable; 

it amounts to an assumption that other countries succeed in achieving the 

levels of aggregate demand they desire regardless of what we do. If this is 
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the case, a change in investment in the United States does not change 

income in other countries and therefore does not change their imports from 

us. If we take the United States to be Country 1 in the model developed 

above, the effect of this assumption is to make m2 effectively equal to zero; 

that is, since changes that occur in the United States do not affect income in 

other countries, they do not change their imports from us. If m2 — 0, the 

effect of a change in domestic investment on income (Equation 20 above) 

reduces to 

a y, = 2 a/. 
Si + mi 

What this amounts to is that imports constitute an additional leakage from 

the domestic income stream, similar to saving (and taxes), which reduces 

the multiplier. In the case of the United States, however, the marginal 

propensity to import is normally only on the order of the 4 to 5 percent 

(i.e., mx — 0.04 to 0.05) so that the allowance for induced imports is of 

very minor importance in estimating the multiplier.6 

In some other countries, such as the United Kingdom or the Netherlands, 

on the other hand, the marginal propensity to import is 30 to 40 percent, 

enough to affect the multiplier seriously. For a country such as Canada, 

which is tied closely to and to some extent dominated by the much larger 

economy of the United States, foreign economic conditions are often of 

predominant importance. Canada has to pay as much attention to develop¬ 

ments in the United States as it does to those in its own country in deciding 

what policies to adopt. 

EFFECTS OF PRICE CHANGES 

The analysis developed above is oversimplified in its assumption that 

changes in aggregate demand cause changes in output and employment 

without any accompanying changes in prices. This assumption may be 

approximately correct when the economy is operating at low levels of 

employment with large quantities of unutilized resources. However, when 

the economy is in the neighborhood of full employment, the assumption is 

scarcely tenable. Under such circumstances, the above analysis gives an 

incomplete picture of the forces affecting the balance of payments. 

An increase in aggregate demand in a country whose economy is close to 

full employment will cause an increase in prices as well as in production and 

employment. As indicated in connection with the analysis presented above, 

6 Actually, the average propensity to import of the United States (total imports divided 
by GNP) is typically 4 to 5 percent. In the long run, the average and marginal pro¬ 
pensities to import are equal. In the short run, however, the marginal propensity varies 
considerably and may depart substantially from the average propensity. 
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the rise in real income associated with expanded production and employ¬ 

ment will cause an increase in import demand to an extent measured by the 

marginal propensity to import. In addition, the rise in prices in the home 

country relative to those prevailing abroad will make home-produced goods 

less attractive relative to foreign-produced goods both in the domestic 

market and in foreign markets. This will cause an increase in imports and a 

decline in exports as both domestic and foreign buyers substitute the now 

relatively less expensive foreign-produced goods for home-produced goods. 

Thus, the tendency for the rise in domestic income to move the balance of 

payments toward a deficit by increasing imports that is present in the model 

developed above will be reinforced by the effects of price changes, which 

will cause both a further increase in imports and a decline in exports. 

Moreover, the rise in imports (at the expense of home-produced goods) and 

the fall in exports brought about by the change in prices will offset some 

portion of the initiating autonomous rise in domestic expenditures, thereby 

weakening the effects on income and employment. At the same time, in the 

other country the increase in exports and the shift from imports to home- 

produced goods will add further to aggregate demand, thereby stimulating 

production and employment in that country. Further complications are 

introduced by the fact that if the other country is also close to full employ¬ 

ment, the stimulus to aggregate demand will cause prices as well as income 

and employment to rise in that country also, and both the income and price 

changes will have favorable feedback effects on the home country. However, 

it is apparent that the rise in imports and the fall in exports caused by the 

increase in prices in the country initially experiencing the increase in aggre¬ 

gate demand will (a) worsen that country’s balance of trade, (b) offset a 

portion of the increase in income and employment in the home country 

caused initially by the increase in aggregate demand, and ( c) transmit part 

of the expansionary stimulus to the rest of the world, causing income and 

employment—and prices, if high employment prevails—to rise there also. 

The effects of price adjustments are thus closely parallel to those produced 

by changes in real income as described under Case 1 in the previous section 

of this chapter and as depicted in column 1 of Table 22-1. 

A formal two-country model describing the determination of income 

levels and the balance of trade taking account of both income and price 

changes would be extremely complex, and we shall not attempt to develop 

one. Such a model is not really necessary for our purposes in any case. In 

general, changes in real income are accompanied by changes in prices in the 

same direction. Moreover, price changes affect the balance of trade in a 

manner similar to income changes: a rise in income worsens the balance of 

trade by stimulating imports, while a rise in domestic prices (relative to 

foreign prices) worsens the balance of trade by both stimulating imports 

and retarding exports. Accordingly, as the above discussions of the effects 

and of an autonomous increase in aggregate demand illustrates, changes in 
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prices merely serve to accentuate the effects on the balance of trade, on 

domestic income, and on foreign income that are present in a model such 

as that developed in the previous section, in which price changes are not 

taken into account This being the case, that model will serve our purposes 

quite satisfactorily. 



Chapter 

23 

METHODS OF DEALING WITH 

BALANCE-OF-PAYMENTS 

DISEQUILIBRIA 

We may describe a country’s balance of payments as being 

in equilibrium if it has neither a deficit nor a surplus calculated on an official 

reserve transactions basis—that is, if its international reserve position is 

neither improving nor worsening. In this chapter we shall first discuss briefly 

some of the causes of balance-of-payments disquilibria and then the meth¬ 

ods that may be used to deal with such disequilibria once they have arisen. 

TYPES AND SOURCES OF BALANCE-OF-PAYMENTS DISEQUILIBRIA 

There are many forces that might cause a country’s balance-of-payments 

position to depart from equilibrium in the direction of either a deficit or a 

surplus. While it would be impossible to catalog all of the possible causes of 

deficits or surpluses, it will be useful to classify the sources of balance-of- 

payments disturbance under a few headings and to refer to a few of the 

specific causes that fall under each heading. 

Temporary Disequilibria 

Obviously, even if a country’s balance of payments is fundamentally in 

balance, inpayments and outpayments will not match on a day-to-day basis. 

Outpayments may exceed inpayments for a short time, followed by a period 

in which the opposite situation prevails. Temporary disequilibria of this kind 

may be caused by random variations in trade, seasonal fluctuations, the 

effects of weather on agricultural output, and so on. Deficits or surpluses 

resulting from such temporary causes can ordinarily be expected to reverse 

themselves within a fairly short time. 

Fundamental or Chronic Disequilibria 

Fundamental or chronic disequilibria are due to basic changes in the 

economic position of a country. They may result from shifts in consumer 

473 
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tastes at home or abroad which affect the country’s imports or exports; from 

technological improvements in products or methods of production in the 

country’s industries, or in the industries of other countries, which affect the 

country’s ability to compete either in the home market or in foreign mar¬ 

kets; or from differences in the rates of growth of the labor force or of 

capital accumulation between the country and its competitors. 

Sudden major changes in a country’s international economic and financial 

position have often been a source of serious problems of balance-of-pay- 

ments adjustment. Frequently, these sudden structural changes have been a 

result of major wars. Wartime destruction of productive capacity may reduce 

a country’s ability to export and also its capacity to meet its domestic needs 

from its own production, thus requiring increased imports. Examples include 

the bomb damage and destruction of British merchant ships during World 

War II, which drastically reduced British foreign exchange earnings, and the 

heavy destruction of productive capacity in Germany also during World 

War II. War may also lead to heavy liquidation of foreign investments as a 

means of obtaining foreign exchange to pay for the import of war materials 

and also to the piling up of heavy international indebtedness as a means of 

financing the war effort. 

Examples include the heavy British liquidation of holdings of American 

securities, the building up of debts by Britain to other members of the 

Sterling Area during World War II, and the huge accumulation of war 

debts to the United States by other allied countries during World War I. 

Developments of this kind lead to a drastic increase in outpayments on 

capital account and for the payment of interest. The maintenance of bal- 

ance-of-payments equilibrium requires that such large increases in outpay¬ 

ments be covered by increased earnings from other sources, such as exports. 

War may also lead to the imposition of heavy reparations payments on the 

defeated countries by those who are victorious. One of the major sources of 

balance-of-payments difficulties in the 1920’s was the heavy reparations 

burden imposed on Germany after World War I. Finally, war may lead to 

an extensive destruction of markets and disruption of normal economic 

relationships. For example, the destruction of the German economy in 

World War II left a major vacuum in world trade, requiring the establish¬ 

ment of new trade relationships. 

Foreign policy considerations may at times impose heavy strains on a 

nation’s balance of payments which call for important economic readjust¬ 

ments. One of the causes of the chronic deficits that have charactered the 

U.S. balance of payments in recent years has been heavy outlays for foreign 

aid grants and loans and military expenditures overseas. If such expenditures 

are undertaken and maintained for a considerable period of time, they may 

be a source of fundamental or chronic disequilibrium in a nation’s balance of 

payments. 
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Cyclical Changes in the Balance of Trade 

Deficits and surpluses in the balance of trade may occur from time to 

time as a by-product of cyclical fluctuations in economic activity. However, 

the way in which a country’s trade balance will behave depends upon 

whether the fluctuations originate at home or abroad. For example, if a 

recession occurs as a result of a decline in investment spending in the United 

States, our income will fall, causing imports to decline, thereby moving the 

U.S. trade balance toward a surplus—and transmitting the recession to other 

countries. If, on the other hand, the recession is initiated through a decline in 

investment spending abroad, the fall in income abroad will cause U.S. 

exports to decline, thereby shifting the U.S. trade balance toward a deficit in 

the process of transmitting the recession to the United States. Thus, cyclical 

changes in business activity are accompanied by characteristic changes in the 

balance of trade, which may be classified as follows: 

Accompanying Change in 

Cyclical Change the Balance of Trade 

Depression starting at home.Improvement 
Inflation starting at home.Deterioration 
Depression starting abroad.Deterioration 
Inflation starting abroad.Improvement 

If changes originate simultaneously at home and abroad, the above 

classification relates to whether the forces at work are stronger at home or 

abroad. Cyclical changes are of a nature intermediate between temporary 

disequilibria and chronic or fundamental disequilibria. They may pose quite 

complex problems of balance-of-payments policy. 

Final Comment 

While the above classification is useful for analytical purposes; it should 

be noted that the balance of payments is simultaneously buffeted by many 

forces—some temporary, some fundamental, some cyclical in nature. It is 

often impossible to distinguish clearly among them, due to the complexity 

and simultaneity of economic forces. 

BALANCE-OF-PAYMENTS POLICIES 

A country which experiences a balance-of-payments deficit or surplus has 

a choice of a number of ways of dealing with the situation. In the discussion 

of these alternatives below, primary attention is paid to methods of handling 

deficits, since (for reasons that will be explained shortly) deficits commonly 

impose greater strains on countries experiencing them than do surpluses. 
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Financing the Deficit 

A country may permit a deficit to continue without taking measures to 

reduce it and simply draw on its gold and foreign exchange reserves to 

finance the deficit while it waits for the operation of "natural economic 

forces” to reverse its position. This is generally the best way to deal with 

temporary deficits resulting from random variations in trade, seasonal fluc¬ 

tuations, or crop failures. It may also be a sensible way to handle a deficit 

that is clearly attributable to a cyclical change in business activity that is 

likely to be reversed within a relatively short time. However, the extent to 

which this method can be used clearly depends upon (a) the size of the 

country’s reserves, and (b) the magnitude and duration of the disturbance. 

Moreover, if reserves are to be drawn upon systematically to deal with 

reversible deficits, the country must use the surpluses that occur during 

ensuing periods to rebuild its reserves. 

Under an international monetary system of the kind that now exists, there 

is an important asymmetry between deficits and surpluses. Since monetary 

reserves cannot become negative, it is clear that a country can only continue 

to finance deficits until such time as its monetary reserves have been used up 

—subject, of course, to the qualification that it may, to a limited extent, be 

able to borrow additional reserves from the IMF or from other countries. 

There is, however, no equivalent limitation on the ability of the country to 

"finance” a balance-of-payments surplus by accumulating reserves. This 

asymmetry is important because it means that a country experiencing a 

deficit is under greater pressure to take some kind of corrective action than is 

a country experiencing a surplus. 

The above discussion of the limits on the ability of the country to finance 

a deficit applies to a nonreserve currency country. For a country such as the 

United States, whose currency forms part of the reserves of other countries, 

the situation is a little more complicated and the possibilities of financing a 

deficit may be considerably greater. A reserve currency country will be able 

to finance a deficit without drawing down its holdings of gold and foreign 

exchange if foreign central banks and governments are willing to increase 

their holdings of its currency. For example, the United States experienced 

large deficits during the 1950’s which it had no difficulty in financing 

because other countries were anxious to rebuild their monetary reserves, 

which had been depleted in the course of World War II, and they were 

therefore willing to absorb large quantities of dollars. By the beginning of 

the 1960’s, however, foreign governments had succeeded in rebuilding their 

reserves to reasonably adequate levels. At the same time foreign official 

holdings of short-term dollar claims had risen substantially relative to the 

U.S. gold stock available for redeeming them, and, as a consequence, foreign 



[Ch. 23] Balance-of-Payments Disequilibria * 477 

central banks and governments became less willing to accumulate additional 

dollars- Nevertheless, it has continued to be possible in the last few years for 

the United States to finance some portion of its continuing large deficits by 

the emission of dollars which have been absorbed by foreign central banks 

and governments. Indeed, our difficulties in financing the large deficits of the 

1960’s would unquestionably have been substantially greater than they have 

been had the dollar not been a reserve currency. 

Restoration of Equilibrium through Changes in Incomes, Prices, and 
Interest Rates 

It would generally be possible, at least in principle, to eliminate a 

balance-of-payments deficit or surplus by means of appropriate internal 

changes in incomes, prices, and interest rates. These changes might be 

brought about by the adoption of suitable fiscal and monetary policies. For 

example, a nation having a balance-of-payments deficit might attempt to 

eliminate the deficit by adopting restrictive fiscal and monetary policies— 

that is, by raising taxes, reducing government expenditures, reducing the 

stock of money to raise interest rates, or by adopting some combination of 

these measures. An increase in taxes or a reduction in government expendi¬ 

tures would reduce aggregate demand, income, production, and employ¬ 

ment, and, to the extent that import demand was determined by income, 

would reduce imports. The decline in imports would impart deflationary 

pressures to other countries, which, unless offset by domestic policies in those 

countries, would lead to a reduction in the initiating country’s exports. 

However, as our earlier discussion showed, the decline in imports would 

exceed that in exports, and the balance-of-payments deficit would therefore 

be reduced. A restrictive monetary policy would have a similar effect on the 

balance of trade, as higher interest rates reduced domestic investment, 

income, employment, and exports. In addition, to the extent that a restrictive 

monetary policy raised interest rates in the home country relative to those 

prevailing in other countries, capital might be induced to flow into the 

country in search of a high return. Thus, a tightening of monetary policy 

might improve both the trade account and the capital account of the balance 

of payments. Restriction of aggregate demand brought about by fiscal or 

monetary policies might also reduce prices at home relative to those prevail¬ 

ing abroad, and such price changes would complement the effects of income 

changes in improving the balance of trade. Conversely, a surplus in the 

balance of payments might be corrected by the adoption of policies opposite 

to those called for to correct a deficit. An expansionary fiscal policy, imple¬ 

mented by cutting taxes or increasing government expenditures, would 

increase income and raise prices, thereby reducing the surplus in the trade 

balance by increasing imports and reducing exports. An expansionary mone- 
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tary policy would have a similar effect on the balance of trade, and, in 

addition, by lowering interest rates at home compared with those abroad, 

might cause capital to flow out of the country. 

Automatic Corrective Forces 

Actually, the appearance of a deficit or surplus in the balance of pay¬ 

ments will automatically set in motion forces working toward the restoration 

of equilibrium. Suppose, for example, that a country experiences an autono¬ 

mous decline in foreign demand for its exports, caused, let us say, by a 

change in tastes on the part of foreign buyers. As was shown in our earlier 

exposition of the foreign trade multiplier, such a decline in exports—unless 

offset by other measures—would (a) reduce income, production, and em¬ 

ployment in the exporting country, and (b) increase income, production, 

and employment in other countries. These changes in income at home and 

abroad would, in turn, bring about changes in both exports and imports that 

would cancel out a portion of the effect on the balance of payments 

produced by the initial drop in exports. This can be seen by reference to our 

earlier numerical illustration of the working of the foreign-trade multiplier. 

The effect of the autonomous decline of 10 in the demand for Country l’s 

exports can be seen by reversing the signs of the entries in column 2 of 

Table 22-1. In this case, the decline in Country l’s exports causes income in 

Country 2 to rise by 22.5 (because it is assumed that the fall in Country 2’s 

demand for imports from Country 1 is associated with a shift in demand 

toward home-produced goods in Country 2). Since Country 2’s marginal 

propensity to import is 20 percent, the rise in income causes an increase of 

4.5 (0.2X22.5) in Country 2’s imports (Country l’s exports). Thus, 

Country l’s exports fall by only 5.5 (the original drop of 10 minus the 

induced increase of 4.5). Moreover, the fall in Country l’s exports causes 

income in that country to decline by 11, and, with a marginal propensity to 

import of 5 percent, the imports of Country 1 fall by 0.55 (0.05 X 11). 

Thus, the autonomous decline of 10 in Country l’s exports causes that 

country’s balance of payments to shift toward a deficit to the extent of only 

4.95 (the initial decline in exports of 10 minus the induced increase in 

exports of 4.5 minus the induced fall in imports of 0.55). Although the 

precise results depend, of course, on the marginal propensities to save and to 

import in the two countries, the income effects working through the for¬ 

eign-trade multiplier, provided policies are not adopted to offset them, will 

produce a partial correction of the deficit or surplus caused by an autono¬ 

mous change in export or import demand. Price effects associated with the 

expansion or contraction of income in the countries involved may make 

some further contribution to the correction; in the above illustration, there 

would probably be some fall in prices in Country 1 and some increase in 
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prices in Country 2, which would further reduce Country 1’s imports and 

increase its exports. 

In addition to the direct income effects referred to above, the appearance 

of a deficit or surplus produces monetary effects in the two countries, which, 

unless offset by other policy actions, will contribute a further automatic 

corrective force. A country experiencing a balance-of-payments deficit will 

find that the demand for foreign exchange to purchase goods, services, and 

securities exceeds the supply of foreign exchange generated by sales of goods 

and services and securities, with the result that the foreign exchange value of 

its currency will fall. Thus, it will soon find itself in the position of England 

as depicted in Panel C of Figure 21-2, and its central bank will have to sell 

foreign exchange from the country’s reserves in order to prevent the ex¬ 

change rate from falling more than 1 percent below the IMF parity. These 

sales of foreign exchange by the central bank will reduce the reserves of the 

commercial banking system in the same way as would an open-market sale 

of government securities. The reduction in bank reserves will force' a con¬ 

traction of the supply of money and bank credit, thereby driving up interest 

rates and reducing investment demand. On the other hand, a country 

experiencing a balance-of-payments surplus will find the supply of foreign 

exchange resulting from exports of goods, services, and securities in excess of 

the demand for foreign exchange to pay for imports of goods, services, and 

securities. This will cause the foreign exchange value of its currency to rise, 

putting it in the position depicted for England in Panel B of Figure 21-2. In 

order to prevent the exchange rate from rising more than 1 percent above 

the IMF parity, the surplus country’s central bank will have to enter the 

market and buy foreign exchange. These purchases of foreign exchange by 

the central bank will increase the supply of bank reserves in the same 

manner as would an open-market purchase of government securities. The 

increase in bank reserves will provide the basis for an expansion of the 

money supply and a decline in interest rates, thereby leading to an increase 

in investment demand and an expansion of income, employment, and prices; 

and this, in turn, will bring an increase in imports and a reduction in exports 

by the surplus country, thereby moving its balance of payments back toward 

equilibrium. Moreover, the rise in interest rates in the deficit country com¬ 

bined with the fall in interest rates in the surplus country may induce a flow 

of interest-sensitive capital from the surplus country to the deficit country. 

Thus, these monetary adjustments will affect both the trade account and the 

capital account in the direction of restoring equilibrium. And, since the 

adjustments will persist as long as the countries involved continue to 

experience deficits and surpluses, they are capable, in principle, of producing 

a full restoration of equilibrium in the course of time provided they are 

allowed to operate without interference. Automatic monetary adjustments 

produced by gold movements from deficit countries to surplus countries 
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were, of course, the adjustment mechanism that was emphasized under the 

classical gold standard. It is interesting to note that these forces are still 

potentially present under the international monetary system now in opera¬ 

tion. 

Offsetting versus Reinforcing Actions 

It is possible for a country to offset the automatic corrective forces that 

are set in motion by a balance-of-payments deficit or surplus. A reduction in 

export demand can be offset by an increase in government expenditures or 

by a reduction in tax rates or interest rates to increase private domestic 

consumption or investment demand. If a deficit is causing a reduction in the 

domestic money supply, this can be offset by expanded purchases of securi¬ 

ties in the open market by the central bank. Similarly, the automatic 

expansionary effects of a surplus can be offset by the adoption of a more 

restrictive fiscal and monetary policy—by reducing government expendi¬ 

tures, raising tax rates, or selling government securities in the open market. 

Alternatively, instead of offsetting the automatic corrective forces, a country 

may follow a policy of neutrality, permitting them to operate without 

interference. Or it may even reinforce them: for example, a country having 

a deficit may strengthen the corrective forces by reducing government 

expenditures, raising tax rates, or selling government securities in the open 

market. 

External versus Internal Stability 

Under some circumstances the corrective action that is appropriate for the 

balance of payments is also right for the domestic economy, but this is by no 

means always the case. Suppose the modified Phillips curve of a country is as 

depicted by PP in Figure 23-1, and suppose the point selected as optimal by 

the authorities responsible for economic policy is point Q.1 The country may 

actually be at a point such as R, at which it is experiencing excessive 

inflation—a situation sometimes described as "overfull employment”—or it 

may be at a point such as S, at which it is experiencing excessive unemploy¬ 

ment. Each of these situations may occur in combination with either a deficit 

or a surplus in the balance of payments. The resulting four cases are shown 

in Table 23-1, the last two columns of which indicate the kind of fiscal and 

monetary policy called for by the balance of payments and by the domestic 

economic situation. In Case I, in which the country has a deficit and is at a 

point (such as R of Figure 23—1) where it is experiencing excessive 

inflation, both the domestic economy and the balance of payments call for a 

restrictive fiscal and monetary policy. Such a policy will improve the trade 

1 The modified Phillips curve is discussed in Chapter 16, pp. 366-68, and in 
Chapter 17, pp. 381—83. 
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FIGURE 23-1 

Modified Phillips Curve 

UNEMPLOYMENT RATE (PERCENT) 

balance by lowering real income and by slowing the increase in prices, 

thereby leading to reduced imports and increased exports; if a restrictive 

monetary policy is employed, it may also improve the balance on capital 

account as higher interest rates attract an inflow of funds from abroad. On 

the other hand, in Case IV, which involves a balance-of-payments surplus 

combined with a domestic situation of excessive unemployment such as 

TABLE 23-1 

Fiscal and Monetary Policies for Internal and External Stability 
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depicted by point S in Figure 23—1, an expansionary fiscal and monetary 

policy is called for in the interest of both the domestic economy and the 

balance of payments. 

In Cases II and III, however, there are conflicts between the requirements 

of internal stability (an acceptable combination of unemployment and 

inflation) and the requirements of external stability (balance-of-payments 

equilibrium).2 In Case II (balance-of-payments deficit combined with exces¬ 

sive unemployment), the balance of payments calls for a restrictive fiscal 

and monetary policy while the domestic economic situation calls for an 

expansionary policy. In Case III (surplus combined with excessive infla¬ 

tion), the situation is just the reverse: the balance of payments calls for an 

expansionary policy while the domestic economy calls for a restrictive 

policy. From a practical standpoint, situations of conflict of this kind are not 

uncommon. Most of the time during the first half of the 1960’s, the United 

States was in the Case II situation, having excessive unemployment and a 

deficit, while the countries of continental Western Europe, notably Germany 

and France, were often in the Case III situation, having excessive inflation 

combined with a surplus. 

Use of Trade or Exchange Controls 

Measures such as import duties, import quotas, and export subsidies may 

be used to deal with balance of payments. Such measures of "commercial 

policy” often have other objectives: encouraging development, protecting 

living standards (largely fallacious ), protecting favored domestic industries, 

etc. But they may also be used—and have been used in many instances—to 

protect or adjust the balance of payments. Alternatively, exchange controls 

have often been used for balance-of-payments reasons. These usually involve 

mandatory sale of foreign exchange proceeds derived from exports to a 

government authority and purchase of exchange from the authority under a 

system of licensing to pay for imports. The authorities may use nonprice 

rationing of foreign exchange or discriminatory pricing practices to discour¬ 

age imports and encourage exports when the country is threatened with a 

balance-of-payments deficit. The controls may apply to residents of the 

country, to nonresident foreigners, or to both. Exchange controls may be 

used to regulate capital movements as well as trade in goods and services. 

Exchange Rate Adjustments 

Another way to eliminate a balance-of-payments deficit or surplus is to 

make an appropriate adjustment in the exchange rate. Under the IMF 

charter a member country is permitted to make an adjustment in its ex- 

2 For a detailed discussion of conflicts between internal and external stability, see 

James E. Meade, The Balance of Payments (London: Oxford University Press, 1951), 

chap. X. 
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change parity to deal with a "fundamental disequilibrium” in its balance of 

payments. Such an adjustment ordinarily requires the approval of the IMF. 

Effects of Exchange Depreciation. Depreciation of a country’s cur¬ 

rency—that is, a reduction in its par value in terms of other currencies—will 

ordinarily improve the country’s balance of trade by reducing foreign ex¬ 

change payments for imports and increasing foreign exchange receipts from 

exports. As indicated earlier in this chapter, the U.S. dollar is now defined as 

0.888671 grams of gold, which determines the official price of gold at $35 

an ounce. Suppose the United States were to raise the official price of gold by 

25 percent, to $43.75 an ounce.3 If the gold content of the British pound 

remained unchanged at 2.13281 grams, the exchange parity between the 

dollar and sterling would rise by 25 percent from $2.40 to $3.4 Or, to put it 

another way, the dollar would be depreciated by 20 percent in terms of 

sterling (and other currencies whose parities remained unchanged), from 

$1 = £-%2 to $1 = £]4- To illustrate the effects of this change, consider a 

British commodity having a domestic price of £1. Before the depreciation, 

this commodity sold for $2.40 in the United States. After the depreciation, 

assuming its internal price remains at £1, its price in the United States will 

rise by 25 percent to $3. On the other hand, consider a U.S. export whose 

internal price is $2.40. Before the depreciation of the dollar, this commodity 

sold for £1 in Britain; after the depreciation, assuming its internal price 

remains unchanged, its price in Britain will fall by 20 percent to £0.8. Thus, 

the depreciation raises the prices of British goods in the United States by 25 

percent and lowers the prices of U.S. goods in Britain by 20 percent. The 

effect of these changes would be to retard U.S. imports and stimulate U.S. 

exports. 

The effect of the depreciation on the U.S. balance of payments might be 

as depicted in Figure 23-2. At the original exchange parity of $2.40, U.S. 

foreign exchange receipts from exports are OA, while payments of foreign 

exchange for imports are OB; this leaves a deficit of AB. By lowering the 

prices of U.S. goods in Britain, a 25 percent increase in the price of gold 

which raises the exchange parity to $3 increases the foreign exchange 

proceeds from U.S. exports by AA'; by raising the prices of British goods in 

the United States, the depreciation reduces the U.S. demand for sterling by 

BB'. Thus, the deficit is reduced from AB to A'B'. It may be noted that even 

after the depreciation, the exchange rate is below equilibrium. The equilib¬ 

rium exchange rate—the rate at which supply and demand are equated and 

the deficit is entirely eliminated—is $3.60 in Figure 23-2. 

A Possible Complication. Although the situation in which deprecia¬ 

tion reduces the depreciating country’s payments of foreign exchange and 

increases its receipts, as depicted in Figure 23-2; is probably the normal case, 

3 Since there are 31.103481 grams in an ounce, this would involve a reduction of 20 

percent in the gold content of the dollar, from 0.888671 grams (31.103481 4 35 = 

0.888671) to 0.710937 (31.103481 4-43.75 = 0.710937). 

4 That is, 2.13281 4 0.888671 = 2.4, while 2.13281 4 0.710937 = 3. 
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FIGURE 23-2 

Effects of Exchange Depreciation 

it is not quite certain that things will work out this way. Indeed, it is not 

completely impossible that depreciation will make the depreciating country’s 

deficit larger rather than smaller. To see how this might happen, we will 

need to examine the demand side and the supply side of the foreign exchange 

market separately. 

The demand for foreign exchange can be dismissed rather quickly. Since 

depreciation makes foreign exchange more expensive, we can be sure that it 

will reduce the quantity demanded by the importing country. That is, we can 

be sure that the demand curve for pounds (DD ) in Figure 23-2 will have a 

negative slope. 

There is, however, more uncertainty about the effect of depreciation on 

the supply of foreign exchange derived from the depreciating country’s 

exports. While the depreciating country can be sure that it will sell a larger 

quantity of goods as a result of the depreciation, it is possible that it may 

receive less foreign exchange. This can perhaps best be brought out by a 

numerical example. Suppose the situation with respect to U.S. exports of a 

commodity before and after the depreciation is as follows: 

0) -(2) (3) GO 0) 
U.S. British Quantity Total U.S. 

Exchange Export Price Demanded Receipts of £ 

Kate Price (2) -S- (i) in Britain (3) X (4) 

Before depreciation. .$2.40 $24 £10 1,000 £10,000 

After depreciation. 24 8 1,100 8,800 
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In this case, the depreciation lowers the price of the commodity in Britain 

from £10 to £8, and this causes British users to increase their purchases of the 

commodity from 1,000 units to 1,100 units. However, they spend fewer 

pounds on the good—£8,000 as compared with £10,000—after the depre¬ 

ciation than they did before. This result is attributable to the fact that the 

British demand for this particular good is inelastic—that is, of less than 

unitary elasticity. Thus, if the demands for the various categories of goods 

and services exported by the depreciating country are typically inelastic, 

exchange depreciation may reduce the depreciating country’s export pro¬ 

ceeds. 

The supply of foreign exchange (curve SS in Figure 23-2) is based on 

the foreign demand for the depreciating country’s export goods. As indicated 

above, if foreign demand for the country’s exports is inelastic, depreciation 

reduces the foreign exchange proceeds derived from exports. It follows that 

in this case the supply of foreign exchange will have a negative slope instead 

of the positive slope exhibited in Figure 23-2. Cases in which the supply of 

foreign exchange has a negative slope—or in which, as it is sometimes 

stated, the supply curve is "backward rising”—are depicted in Figure 23-3. 

There are two such cases, as indicated in Panel A and Panel B of that figure. 

In Panel A the supply curve has a negative slope that is steeper than that of 

the demand curve. In this case, the negative slope of the supply curve does 

not prevent depreciation of the dollar (depicted by an increase in the 

exchange rate) from improving the U.S. balance of payments. When the 

exchange rate is ex in Panel A, the deficit is AB. If the dollar is depreciated to 

e2, the proceeds from exports decline by AA', while the foreign exchange 

payments for imports decrease by BB'. Since the decline in payments {BB') 
exceeds the decline in receipts (AA'), the U.S. deficit is reduced from AB to 

A'B'. 

In Panel B, on the other hand, the demand for foreign exchange has a 

steeper (negative) slope than the supply. In this case, depreciation will 

actually worsen the U.S. balance of payments. At exchange rate eu the 

deficit is AB. Depreciation of the dollar to e2 reduces export proceeds by A A' 
and reduces payments for imports by BB'. Since the reduction in export 

proceeds is greater than the reduction in import payments, depreciation of 

the dollar from ex to e2 increases the U.S. deficit from AB to A'B'. It may be 

noted that in this case deficits occur at exchange rates above the equilibrium 

level (point P) whereas in the other cases (Figure 23—2 and Panel A of 

Figure 23-3) deficits occur at rates below equilibrium. Thus, in the case de¬ 

picted in Panel B of Figure 23-3, if the United States is experiencing a deficit, 

exchange appreciation ( a reduction in the exchange rate) will be required to 

reduce or eliminate it. While situations of this kind may conceivably be 

encountered on occasion, they should probably be regarded as somewhat 

pathological; normally depreciation can be expected to improve the balance 

of payments, as in Figure 23-2 or Panel A of Figure 23-3. 
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FIGURE 23-3 

Cases of Negatively Sloped Supply Curve of 

Foreign Exchange 
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Changes in Internal Prices. The analysis developed above is over¬ 

simplified in its assumption that the home prices of the depreciating country’s 

exports and the foreign prices of its imports do not change as a result of 

depreciation. In fact, since the depreciation initially increases the foreign 

demand for the country’s exports, home prices of exports are likely to rise, 

the extent of the increase depending on supply conditions in the export 

industries. Similarly, since the depreciation reduces the demand for imports, 

the prices of these goods in the countries in which they are produced are 

likely to decline, the amount of the decline depending on the supply 

conditions in the export industries of these countries. The analysis presented 
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above applies to the special case in which supplies are infinitely elastic in 

export industries both at home and abroad so that internal prices do not 

change. 

Actually, it can be shown that, in the absence of income effects (discussed 

below), exchange depreciation will improve the balance of payments pro¬ 

vided 

Vx + Vm > 1 

where rjx is the price elasticity of foreign demand for exports (with sign re¬ 

versed )5 and Vm is the price elasticity of home demand for imports (with sign 

reversed). This condition holds in slightly attenuated form even in cases in 

which the supplies of export goods are not completely price-elastic at home 

and abroad.6 Thus, as indicated above, if the foreign demand for exports is in¬ 

elastic so that the supply curve of foreign exchange is "backward rising,” 

this need not mean that exchange depreciation will worsen the balance of 

payments provided the home demand for imports has a sufficient degree of 

elasticity. If, for example, the elasticity of foreign demand for exports is 

—0.2 (r}x = 0.2) and the elasticity of home demand for imports is —0.9 

(v,n = 0.9), we have 

V* + Vm = 0.2 +0.9 = 1.1 

so that depreciation will improve the balance of payments. 

Effects on Income and Employment. Another oversimplification in 

the analysis presented above lies in its assumption that income and employ¬ 

ment are constant and unaffected by an adjustment in the exchange rate. The 

5 In the numerical example on page 484, the elasticity of foreign demand for the U.S. 

export may be calculated by the usual arc elasticity formula, as follows (where q0 is the 

quantity purchased before the price change, q1 is the quantity purchased after the price 

change, p0 is the initial price, and px is the price after the change) : 

qi — qo 1,100 — 1,000 

. . r , , *i+*o 1,100 + 1,000 
Elasticity of demand = -=---tt-— —0.43 

fa B - 10 
pi + 8+10 

Thus, in this instance, after the reversal of the sign, we have V* = 0.43. 

6 When supplies are completely elastic, vx + "nm <C 1 is both a necessary and a sufficient 

condition for exchange depreciation to worsen the balance of payments. On the other 

hand, when supplies are not completely elastic, it is a necessary but not a sufficient 

condition—that is, depreciation cannot worsen the balance of payments if vx + vm >1, 

but even if + Vm < 1, depreciation may improve the balance of payments provided 

supply conditions are such as to overcome the effects of the low demand elasticities. These 

generalizations hold true only when trade was balanced initially (i.e., before the cur¬ 

rency was depreciated); if there was a deficit or a surplus initially, the situation is some¬ 

what more complicated. See L. A. Metzler, "The Theory of International Trade,” in 

H. S. Ellis (ed.), A Survey of Contemporary Economics (Philadelphia: Blakiston Co., 

1948), Vol. I, pp. 225—28; W. L. Smith, "Effects of Exchange Rate Adjustments on the 

Standard of Living,” American Economic Review, Vol. XLIV, December 1954, pp. 808- 

25. 
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fact is that an exchange rate adjustment may have important effects on in¬ 

come and employment both in the country making the adjustment and in 

other countries. Although extraordinarily complex analysis is required to take 

full account simultaneously of both the price and income effects, it is possi¬ 

ble to indicate in a general way the effects of a variable level of employment 

on the results of an exchange rate adjustment.7 Consider an exchange de¬ 

preciation under conditions in which the supplies of export goods are per¬ 

fectly elastic in both countries and suppose that the condition explained above 

Vx + Vm > 1 

is satisfied, so that the trade balance of the depreciating country is improved 

(and that of the rest of the world is, of course, worsened). This improve¬ 

ment in the depreciating country’s trade affects the levels of income in that 

country and in the rest of the world in accordance with the multipliers for 

autonomous changes in exports and imports given in Chapter 22 (Equations 

23 and 24). These multipliers are (with subscript 1 indicating the depre¬ 

ciating country) 

Ay, = - H -A B, 
^1^2 ~r S\nh. + IW1S2 

A y2 = — ■ ~J‘ -A B, 
SiS2 + Sim2 + m^Si 

Here ABx is the improvement in the balance of payments that is initially 

caused by the depreciation (the decrease in imports plus the increase in 

exports). The logic behind this result is easy to see: In the depreciating 

country aggregate demand is increased both by the rise in exports and by the 

shift in demand from imports to domestically produced goods that is caused 

by depreciation. Conversely, in the rest of the world, aggregate demand is 

depressed both by the fall in exports and by the shift in demand from do¬ 

mestically produced goods to imports. These initial changes in aggregate 

demand set off multiplier effects which increase income and employment 

in the depreciating country and reduce income and employment in the rest 

of the world. It may be noted that the income effects will cancel out a 

portion of the improvement in the balance of payments that would have 

occurred in their absence. This can be seen from the expression (see Chapter 

22, Equation 25): 

ABi =-<|fr -ABi 
SiS2 +. Sinh + mis2 

Here ABx is the improvement in the balance of payments produced by the 

exchange depreciation in the absence of changes in income, while ABx is 

7 A formal analysis of this problem is to be found in R. W. Jones, "Depreciation and 

the Dampening Effect of Income Changes,” Review of Economics and Statistics, Vol. 

XLII, February I960, pp. 74-80. 
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the ultimate change in the balance of payments after allowing for income 
effects. Since sxs2/(sxs2 -f- sxm2 + mxs2) < 1, ABX is smaller than ABx. 

The reason for this is that the increase in income in the depreciating country 
caused by the initial improvement in the trade balance leads to an increase 
in the depreciating country’s imports, while the decline in income in the 
rest of the world leads to a decline in the depreciating country’s exports; 
these adjustments cancel out a portion of the improvement in the trade 
balance initially produced by the depreciation. 

The expansionary effects of depreciation in the country engaging in it are 
also likely to raise the domestic price level. This tendency may be felt in 
several ways: 

1. The fall in imports that results directly from depreciation will cause a 
shift in demand toward domestically produced goods that compete with 
imports, and this will cause a rise in the prices of such goods. 

2. The rise in demand for exports is likely to cause a rise in domestic prices 
of export goods. Since in most instances these goods are also used 
domestically, such increases affect the domestic price structure. 

3. The increase in competition for factors of production will tend to push 
up factor prices. 

4. If wages are negotiated through collective bargaining and are affected by 
the cost of living through escalator clauses or other arrangements, wage 
rates will rise. This is especially likely in the case of a country which is 
heavily dependent on imports for consumption. 

The internal effects of depreciation on employment and the price level 
can be resisted by the adoption of suitably restrictive domestic fiscal and 
monetary policies. Indeed, if such policies are not adopted, the beneficial 
effect of depreciation on the balance of payments may be undermined by the 
rise in domestic income and prices. 

Exchange depreciation may be used, and indeed has on occasion been 
used, primarily as a means of stimulating domestic economic activity. Per¬ 
haps the clearest instance of this was in 1933-34 when the United States 
depreciated the dollar by raising the price of gold from $20.67 to $35. In 
this case, depreciation was not necessary for balance-of-payments reasons, 
since the U.S. balance of payments was in surplus at the time. The objective 
was rather to induce recovery from the Great Depression. While the depre¬ 
ciation did provide some stimulus to the domestic economy, it imposed 
heavy deflationary pressure on the rest of the world at a time when this was 
especially undesirable. The use of exchange depreciation to stimulate the 
domestic economy in such circumstances is a prime example of a "beggar- 
my-neighbor” policy, discussed in Chapter 22, and is now recognized as a 
very undesirable action. Domestic monetary and fiscal policy, not exchange 
depreciation, should be used as a means of stimulating the domestic econ¬ 
omy. 



Chapter 

24 

PROBLEMS OF THE 

INTERNATIONAL 

MONETARY SYSTEM 

In the last few years, a number of countries, most notably 

the United States and the United Kingdom, have experienced serious bal- 

ance-of-payments problems which have confronted them with extremely 

difficult policy choices. Protracted U.S. and U.K. deficits have imposed severe 

strains on the international monetary system and have exposed certain 

internal contradictions in the system as presently constituted, which have led 

some economists and others to question its stability and viability. In this 

chapter we shall discuss the problems of adjustment under the present 

system, together with possible reforms that might be adopted to improve it. 

THE WEAKNESSES OF THE SYSTEM 

The period of over 20 years that has elapsed since the establishment of 

the International Monetary Fund has been, with only a very few minor 

lapses, an era of remarkable world prosperity and vigorous economic expan¬ 

sion. Moreover, one of the major factors underlying the prosperity of the 

period, has undoubtedly been the steady and remarkable increase in interna¬ 

tional trade. Total world exports increased from $53-3 billion in 1948 to 

$212.9 billion in 1968, for an increase of 7.2 percent per year. Any interna¬ 

tional monetary system that could sustain such a period of world prosperity 

and expanding trade obviously has important merits. Nevertheless, it is clear 

that the present system also has serious weaknesses; indeed, these weaknesses 

have been increasingly exposed to view by the very expansion that the 

system has made possible. 

Lack of an Adequate Adjustment Mechanism 

As the analysis of Chapter 23 brings out, there are basically only three 

ways of eliminating a balance-of-paymejits deficit or surplus: (1) by correc¬ 

tive changes in domestic incomes, prices, and interest rates; (2) by direct 

regulation of trade and capital movements through the use of such devices 

as tariffs, import quotas, export subsidies, or exchange controls; and ( 3) by 

490 
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corrective adjustments in exchange rates. One of the most serious difficulties 

at the present time is that there is an extreme reluctance to use any of these 

methods of restoring balance-of-payments equilibrium, with the result that 

chronic deficits and surpluses tend to persist for long periods of time without 

correction. 

The use of internal price and income changes as a means of maintaining 

or restoring balance-of-payments equilibrium is ruled out in most cases 

because countries insist on their right to use the instruments of monetary and 

fiscal policy to achieve purely domestic objectives. Indeed, this right is often 

viewed as the essence of national sovereignty in the field of economic policy. 

Thus, a country having a balance-of-payments deficit is understandably 

reluctant to employ a restrictive monetary and fiscal policy which would 

result in a higher than optimal unemployment rate; similarly, a country 

experiencing a surplus is very hesitant to adopt an expansionary monetary 

and fiscal policy which would cause prices to rise more rapidly than would 

be acceptable from a domestic standpoint. Indeed, in a democratic country, a 

government which was willing to accept a sharp increase in unemployment 

or a rapid inflation in order to correct a deficit or surplus would generally 

incur the anger of the electorate and run a grave risk of defeat at the polls. 

It should not be concluded that no adjustments are ever made in mone¬ 

tary and fiscal policy for reasons related to the balance of payments. First, as 

explained earlier, balance-of-payments deficits and surpluses set in motion 

automatic corrective adjustments in internal demand which work toward the 

restoration of equilibrium unless deliberately counteracted by adjustments in 

monetary and fiscal policy. While countries commonly desire to neutralize 

these corrective forces whenever they work in a direction inconsistent with 

the achievement of domestic employment and price level objectives, the 

available instruments of fiscal and monetary policy are often cumbersome to 

employ and less than perfectly efficient, so that it is frequently not possible 

to neutralize the automatic corrective forces entirely. Second, even though a 

country may want to tailor its policies entirely for the achievement of 

domestic objectives, its international reserve position may be such as to force 

it to pay some attention to the balance of payments. 

There is an important lack of symmetry in this regard between the 

position of a deficit country and that of a surplus country. The size of a 

country’s reserves, together with its ability to borrow from the IMF or other 

sources, sets a fairly definite upper limit on the cumulative magnitude of the 

deficit it will be able to finance. Thus, if it experiences a sequence of deficits 

that depletes its reserves substantially, it will come under increasing pressure 

to attempt to correct its deficit by adopting a less expansionary monetary and 

fiscal policy than it would like to employ on the basis of domestic considera¬ 

tions alone. On the other hand, a country experiencing a sequence of 

surpluses that are adding to its reserves will not feel an equivalent pressure 

to adopt a more expansionary policy than would be dictated by domestic 

J. 
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conditions. The reason for this asymmetry is that a country can only run its 

reserves down to zero through a series of deficits, whereas there is no definite 

upper limit on its ability to accumulate reserves through a sequence of 

surpluses. For this reason, the present international monetary system con¬ 

tains an inherent deflationary bias: the pressure on deficit countries to adopt 

deflationary policies is greater than the pressure on surplus countries to 

adopt inflationary measures. Conservatives, who often attach a heavy weight 

to price stability as an objective, commonly feel that the "discipline” that the 

balance of payments exerts on deficit countries to adopt restrictive policies is 

a valuable safeguard against excessive inflation. On the other hand, those 

who, like the present writer, attach a heavy weight to high employment as a 

goal and feel that in a world of Phillips curves some secular rise in the price 

level is unavoidable if high employment is to be sustained, view the defla¬ 

tionary bias exerted by the present international monetary system as dis¬ 

tinctly undesirable. 

In general, the industrial nations are committed to the principle of free 

movement of goods and capital as a means of achieving maximum efficiency 

in the use of world resources, and considerable progress has been made 

during the postwar era in moving toward this objective through the lower¬ 

ing of tariffs and the dismantling of exchange controls. As a matter of 

principle, this commitment rules out direct interference with trade and 

capital movements through the use of such devices as tariffs, quotas, ex¬ 

change controls, and capital controls as means of dealing with balance-of- 

payments deficits. Nevertheless, there have been occasions in the last few 

years in which countries—including Canada, the United Kingdom, and the 

United States—have felt compelled to resort to such measures as a means of 

dealing with deficits on the ground that they were less objectionable than 

the other alternatives available. Thus, the United States has employed such 

restrictions as the "tying” of foreign aid (i.e., requiring that aid recipients 

spend the aid funds in the United States even though their needs can be met 

at a lower cost by buying elsewhere); discrimination in favor of U.S. sup¬ 

pliers in the placing of military contracts; and limitations, first voluntary and 

later mandatory, on direct investment overseas by U.S. corporations. All of 

these measures are inconsistent with the avowed U.S. objective of free inter¬ 

national trade and capital movements. 

Although, as explained earlier, the IMF makes specific provision for 

exchange parity adjustments as a means of dealing with a "fundamental 

disequilibrium” in the balance of payments, the advanced industrial coun¬ 

tries have demonstrated an extreme reluctance to resort to devaluation as a 

means of correcting deficits except as a last resort. There are several reasons 

for this. In the first place, frequent adjustments of exchange parities among 

the leading currencies are almost certain to undermine the stability of the 

whole system by encouraging speculation against a country’s currency when¬ 

ever the country experiences a deficit. If the pound is at its lower support 
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point of |2.376 (as it would probably be if Britain were experiencing a large 

deficit) and if the parity were then reduced to $2, an investor who was 

foresighted enough to shift into dollars before the devaluation would realize 

a profit of 18.8 percent on his investment.1 On the other hand, in the event 

devaluation did not take place, he would stand to lose very little, since he 

could always shift back into pounds at an exchange rate which would be 

unlikely to rise appreciably above $2.376 as long as Britain continued to 

experience a deficit, and which could not in any case rise higher than $2,424. 

In other words, the present system gives speculators something very close 

to a one-way option and creates an incentive to speculate on even a mild 

possibility that a currency will be devalued. And, of course, speculation 

against a currency generates a capital outflow that adds to the deficit, thereby 

increasing the drain on the country’s reserves and making more probable the 

devaluation the speculators are hoping for. The more frequently devaluation 

is actually resorted to, the more credible it becomes in deficit situations and 

the more likely it is that the self-generating process described above will get 

under way. Thus, in considering a devaluation, a nation which is a responsi¬ 

ble member of the international community must pay considerable attention 

to the possible ramifications of its action in increasing the instability of the 

whole international monetary system. Moreover, there is a possibility that 

devaluation by one major country may directly lead to devaluation by other 

countries who are desirous of maintaining their competitive positions in 

international trade. If a country devalues and its competitors follow suit by 

devaluing in approximately equal degree, the result is likely to be a substan¬ 

tial loss of confidence in the stability of the system with little or no 

balance-of-payments gain to the country initiating the sequence of devalua¬ 

tions. 

The reader will recall from our earlier discussion that if the full potential 

benefits of the devaluation to the balance of payments are to be achieved, 

restrictive fiscal and monetary measures will need to be taken to prevent the 

xTo illustrate, suppose a British investor sold £10,000 for $23,760 (10,000 X 2.376) 
before the devaluation. After the devaluation of the pound to $2, he would be able to 
buy £11,880 with his $23,760 (23,760 -^ 2 = 11,880). Thus, he would have earned a 
profit of £1,880 on an investment of £10,000, for a return of 18.8 percent. What annual 
rate of profit this would represent would depend on the time period involved. If the 
investor had been prescient enough to sell sterling only a week before it was devalued, the 
annual rate of return would be 977.6 percent (18.8 percent X 52 weeks). There might 
be some loss of interest income if interest rates in New York were lower than in 
London, because the investor would have to forego the interest on £10,000 in London dur¬ 
ing the period, earning instead the interest on $23,760 in New York. But this loss of 
interest would be trivial in relation to the profit on the turn of the exchange. A foreign 
(say American) investor could speculate against the pound, for example, by borrowing 
£10,000 in London, selling the pounds for $23,760 before devaluation, and buying the 
necessary £10,000 to repay the loan for $20,000 after devaluation. This would leave him 
with a profit of $3,760. Again, there would be a small offset for net interest cost if he 
had to pay a higher interest rate on the loan in London than he could earn by investing the 
$23,760 in New York. 
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improvement in the balance of payments from increasing aggregate internal 

demand. In addition, some means of restraining the zeal of trade unions in 

collective bargaining may be needed to minimize the upward pressure on 

wages resulting from the effect of devaluation on living costs. If such harsh 

and generally unpopular supporting domestic policies are not adopted, there 

is a serious danger that the potential benefits of devaluation will be frittered 

away through rising prices and costs, with a minimal improvement in the 

balance of payments. Furthermore, if devaluation merely leads to domestic 

inflation without significant improvement in the balance of payments, the 

country may find itself in a more precarious position than existed before the 

devaluation was undertaken, since an unsuccessful devaluation is likely to be 

taken by speculators as an indication that another dose of the same medicine 

will be applied. The result is likely to be a large speculative outflow of 

capital which may itself force a repeat performance of the devaluation. 

Considering that devaluation is a threat to the stability of the entire 

international monetary system, that there is always danger of retaliation by 

other countries, that a successful devaluation requires the application of 

domestic policies that are likely to be both unpleasant and unpopular, and 

that an unsuccessful devaluation may leave a country in an even more 

precarious position than it started from, it is not surprising that devaluation is 

not a popular measure for dealing with a balance of payments deficit and is 

not likely to be resorted to until almost all other alternatives have been 

exhausted. 

Instability of the System 

As indicated above, the present arrangements with respect to exchange 

rates have created a situation in which there is very little risk involved in 

speculating against the currency of a country whose balance of payments is 

in deficit. The resulting speculative dangers not only militate against the use 

of exchange rate adjustments, as pointed out above, but also make the 

system generally vulnerable to speculative attack and potentially unstable. 

The lack of any generally acceptable way of restoring equilibrium means 

that when a structural change throws a country’s balance of payments into 

deficit, the deterioration of the country’s reserve position may continue for a 

considerable period. The decline in reserves—or, in the case of a reserve 

currency country such as the United States, the increase in its liquid liabili¬ 

ties—may cause a progressive decline in confidence in its exchange parity, 

with the result that the danger of a speculative attack on its currency 

increases. Not only foreign holders of claims denominated in the currency 

but domestic holders as well may sell the currency for other currencies in 

order to profit from an expected devaluation. Thus, the resources involved in 

a speculative attack could reach astronomical proportions, thereby necessar- 
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ily exhausting the country’s reserves and forcing a crisis devaluation, which 

might have a devastating effect on the whole international monetary system. 

Inadequate Growth of Reserves 

As indicated earlier, the dollar value of world exports increased at an 

average rate of 7.2 percent per year from 1948 to 1968. During the same 

period, total international monetary reserves increased from $48 billion to 

$76.6 billion, for an average increase of only 2.4 percent per year. Thus, 

reserves grew only one third as rapidly as trade. It is not easy to say how 

large reserves should be at any time or how rapidly they should increase. 

Official reserves are not, of course, used to finance private trade. Their 

function is rather to enable countries to finance balance-of-payments deficits. 

Reserves will need to be larger the greater and more frequent are the shocks 

to the system that generate deficits and the less effective and quick-acting is 

the adjustment mechanism for eliminating deficits. It seems reasonable to 

suppose, on this basis, that to provide a given degree of protection reserves 

should grow about as fast as trade. If reserves grow substantially less rapidly 

than trade, as has been the case during the postwar period, deficit countries 

are likely to come under increasing pressure to adopt restrictive domestic 

monetary and fiscal policies or to impose trade restrictions in order to correct 

deficits. Thus, inadequate growth of reserves can impose either deflation or 

increasingly illiberal trade policies on the world economy. 

For these reasons, the fact that reserves have been growing much less 

rapidly than trade is a cause for concern. In addition, the composition of 

reserves has been changing in a direction that seems undesirable. Gold 

production has increased very slowly during the postwar period, having been 

held back by the constant $35 price of gold in the face of rising costs of 

production. At the same time, the demand for gold in industrial uses and, in 

some parts of the world, as a form in which to hold wealth has risen. The 

result is that the flow of gold into monetary reserves has declined: the stock 

of monetary gold grew at only 0.8 percent per year from 1948 to 1968. The 

foreign exchange component of reserves—especially in the form of dollar 

holdings—has grown at a rate of 4.3 percent per year. The resulting increase 

in U.S. liquid liabilities to foreign central banks, combined with the decline 

in the U.S. gold stock, has weakened confidence in the continued convertibil¬ 

ity of the dollar into gold, thereby contributing to the increasing instability 

of the international monetary system. In addition, further growth of the 

dollar component of reserves is dependent on a continuation of U.S. deficits. 

As a result of increases in IMF quotas, reserve positions in the IMF have 

increased quite rapidly, although they still constitute a very minor portion of 

total reserves. 

The most troublesome aspect of the situation is that the growth of world 
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reserves has, up to now, been primarily dependent on the vagaries of gold 

production and U.S. balance-of-payments deficits. There has been no system¬ 

atic provision for the creation of reserves at a rate judged to be appropriate 

to meet the needs of a growing world economy. 

Summary 

It does not strain reality very much to describe the world economy we 

seek to achieve as one in which (1) there is complete freedom in the 

international movement of goods and capital, (2) exchange rates are fixed 

within narrow limits, and (3) individual countries are left free to use 

monetary and fiscal policy to attain their domestic price-level and employ¬ 

ment goals. The system is subject to the constraint that each country 

possesses a limited supply of reserves with which to cover deficits in its 

balance of payments. 

The trouble with such a system is that it is inconsistent. When a country’s 

balance of payments is thrown into deficit by technological developments, 

by a change in tastes, by the requirements of a foreign policy involving 

heavy overseas expenditures, or simply by the divergent trends in real 

growth or in price levels that are inherent in independent and uncoordinated 

domestic policies, no corrective measures are possible that do not conflict 

with the basic principles of the system. It is true that legal provision is made 

for exchange-parity adjustments, but such adjustments subject the system to 

severe shocks and are therefore seldom resorted to except in crisis situations. 

The consequence is that there is no assurance that the deficit will be 

eliminated before the country’s limited supply of reserves is used up. And 

the difficulty is further compounded by the fact that the progressive dwin¬ 

dling of reserves is itself likely to create increasing expectations of devalua¬ 

tion, possibly leading to a self-generating speculative outflow of capital 

which can plunge the whole system into a crisis. 

WAYS OF IMPROVING THE SYSTEM 

Since the weaknesses in the present system are serious and since there has 

been much debate concerning possible improvements, we shall attempt to 

sketch briefly the main approaches that might be taken to reform of the 

system. 

Increasing the Supply of Reserves 

One way to improve the system is to relax the constraint within which it 

operates by increasing the supply of reserves available to cover deficits when 

they arise. This gives the balance of payments more time to right itself 

before deficit countries are placed under pressure to adopt undesired meas- 
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ures to deflate their economies or to interfere with the freedom of trade. 

Moreover, as pointed out above, under the arrangements that have prevailed 

the supply of reserves has been governed largely by the vagaries of gold 

production and of U.S. balance-of-payments deficits which increase foreign 

holdings of dollars. As a consequence, reserves have been growing much less 

rapidly than trade in recent years, with the result that the constraint has 

been getting tighter. For some time, it has been clear to nearly everyone 

that some means of creating reserves in an orderly and systematic way is 

needed if this pernicious tendency is to be stopped. 

In September 1967, the member nations of the IMF, meeting in Rio de 

Janiero, approved the outline of a plan which had been agreed upon earlier 

by representatives of Switzerland and the Group of Ten countries. This plan 

establishes within the IMF a new facility based on so-called special drawing 

rights (SDR’s). SDR’s are to be created in accordance with the world’s 

estimated need for reserves and allocated to all participating IMF members 

in proportion to their IMF quotas. An SDR has a value equal to that of one 

U.S. dollar, and a member country having a balance-of-payments deficit may 

use its SDR’s to obtain convertible currencies from other countries. These 

currencies can then be used to finance the country’s deficit. Participating 

countries having balance-of-payments surpluses or especially strong reserve 

positions agree to accept SDR’s, subject to certain limitations, from other 

members needing to finance deficits. Thus, SDR’s constitute a genuine 

addition to world reserves and might even in the course of time supplant 

gold in this respect.2 

Several steps were required before the plan could be put into operation. 

First, it was embodied in draft amendments to the IMF Articles of Agree¬ 

ment which were then submitted to all IMF member countries for ratifica¬ 

tion. By July 1969, the draft amendments had been ratified by the necessary 

60 percent of the member countries representing 80 percent of total IMF 

voting power, thereby bringing the amendments into force for all 111 

member countries. The next step required each member country wishing to 

participate to certify its acceptance of the obligations connected with partici¬ 

pation. Not until 75 percent of all member countries had completed such 

certification would the plan go into effect. This step was completed in 

August 1969. In September 1969 the managing director and the executive 

directors of the IMF made a formal proposal for allocations of SDR’s over 

the ensuing three years. This proposal was discussed at the annual meeting 

of the board of governors of the IMF in September and was approved by the 

necessary 85 percent majority of the voting power of the participants.3 The 

2 For an especially lucid explanation of the SDR plan, see Fritz Machlup, Remaking 

the International Monetary System: The Rio Agreement and Beyond (Committee for 

Economic Development, 1968). 

3 The requirement that allocations must be approved by an 85 percent majority gives 

both the Common Market countries as a group, with 17 percent of the voting power of 

the IMF, and the United States, with 22 percent, veto power over allocations. 
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first allocation of $3-5 billion was made on January 1, 1970; this is to be 

followed by allocations of $3 billion each on January 1, 1971, and January 

1, 1972. Allocations will be made in ensuing years when the managing 

director of the IMF, after consultation with member countries, concludes 

that there is a need to supplement existing international reserves and that 

there is strong support among the IMF membership for the creation of 

SDR’s. Future allocations, like the initial ones, must be approved by an 85 

percent majority of the voting power of the IMF. 

While the SDR plan is potentially capable of improving the interna¬ 

tional monetary system substantially, there is little reason to think that it 

will change the system in a fundamental way. Even with such a plan in 

operation the supply of reserves available to a deficit country will be limited, 

and, in the absence of corrective measures to end the deficit, the same 

speculative difficulties that have characterized the system in the past can be 

expected to make their appearance as a country’s supply of reserves becomes 

depleted. While the establishment of an orderly procedure for creating 

additional reserves is a major reform, it is difficult to see how the inherent 

deficiencies of the present system can be rooted out without providing 

some adjustment procedures that will serve to correct underlying trade 

imbalances. 

International Coordination of Economic Policies 

Another way of strengthening the international monetary system would 

be to establish some "rules of the game” regarding the responsibilities for 

deficit and surplus countries to make appropriate adjustments in their 

domestic monetary and fiscal policies. That is, deficit countries might agree 

to adopt somewhat more restrictive domestic policies than they would 

otherwise prefer as their contribution toward the restoration of international 

balance, while surplus countries would correspondingly agree to adopt 

somewhat more expansionary policies than they would otherwise prefer. 

That is, deficit countries would accept greater than optimal unemployment 

and surplus countries greater than optimal inflation. 

Such an agreement on the "rules of the game” would certainly be 

exceedingly difficult to negotiate. There would be knotty problems relating 

to the optimal division of the burden of adjustment between deficit and 

surplus countries, which would be rendered more difficult by the fact that 

the magnitude of the total problem would be difficult to gauge and would 

vary from case to case, depending on the nature and magnitude of the initial 

disequilibrating force. Moreover, given the constantly shifting forces affect¬ 

ing the economies of different countries and the relations between them, 

together with the less than perfect understanding of the effects of various 

instruments of economic policy, it would be difficult to tell whether the 

participating countries were abiding by the rules. Finally, it would be almost 
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impossible for one political administration in a country to commit a future 

and different political administration to abide by the rules. 

It may be noted that the limiting case of policy coordination is full 

currency unification by the participating countries.4 As a necessary condition 

for currency unification to be workable, the participating countries would 

have to give up their sovereign authority to conduct independent monetary 

and fiscal policies directed at internal price and employment goals. Such 

policies would have to be conducted by a centralized monetary and fiscal 

authority charged with responsibility for internal stability for the group of 

countries as a whole. This centralized authority, in order to carry out its 

responsibilities effectively, would need to have sole power to regulate the 

supply of money and credit and to levy certain taxes and control certain 

categories of government expenditures. Under such an arrangement, internal 

price and income changes and interest rate adjustments would take care of 

the balance-of-payments problems of the individual countries. The arrange¬ 

ment would be very similar to the internal monetary system of the United 

States, and balance-of-payments problems would presumably no longer be a 

matter of concern. 

The price that would have to be paid for this arrangement would be the 

loss of sovereignty over economic policy by the individual participating 

countries; in this respect, their position would become similar to that of 

individual states or Federal Reserve districts in the United States. Thus, 

individual countries would no longer be able to choose their optimal levels 

pf internal demand but would have to accept the levels that were associated 

with the overall policies judged by the central authorities to be appropriate 

for the group as a whole. Some countries might find themselves in the 

position of depressed areas—a position very similar to that of a state like 

West Virginia in the U.S. federal- system. The central government could, of 

course, alleviate localized distress by programs of expenditures and tax 

Incentives aimed at the stimulation of production and employment in de¬ 

pressed areas, just as the federal government is able to do in the United 

States. 

Since the power to create money is perhaps the fundamental element of 

Rational sovereignty, it would be difficult for the participating countries to 

carry out independent military and foreign policies, especially those involv¬ 

ing heavy expenditures overseas for national security and economic aid to 

underdeveloped countries. With monetary sovereignty eliminated, the other 

elements of national sovereignty would probably wither away, with the 

corresponding powers being shifted to the central government. Thus, while 

currency unification might prove a satisfactory solution to the problems of 

4 For a fuller discussion of this and related matters, see Warren L Smith, "Are There 
Ijnough Policy Tools?” American Economic Review, Vol. LV, May 1965, pp. 208-20, re¬ 
printed in W. L. Smith and R. L. Teigen (eds.). Readings in Money, National Income, and 
Stabilization Policy (2d ed.; Homewood, Ill.: Richard D. Irwin, Inc, 1970). 
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economic policy, it would require, directly and indirectly, such a sweeping 

surrender of the accepted and widely revered prerogatives of national sover¬ 

eignty that it is hard to believe that it would be acceptable at the present 

time to many countries. 

Altering the Mix of Monetary and Fiscal Policies5 

One possibility that has received considerable attention is the sophisti¬ 

cated use of the "mix” of fiscal and monetary policies by individual countries 

to achieve internal and external stability simultaneously. The general idea as 

applied to the United States can be explained quite simply in the form of 

three propositions (which as we shall see later are subject to important 

qualifications): 

1. If we take levels of income and prices in the rest of the world as 

determined by the policies followed by other countries and unaffected by 

developments in the United States, the U.S. balance of trade in goods and 

services will be determined by the level of U.S. aggregate demand. The 

reason is that aggregate demand will determine U.S. income and price levels, 

which, with foreign incomes and prices taken as given, will in turn deter¬ 

mine U.S. imports and exports. 

2. Any desired level of aggregate demand in the United States can be 

achieved by various combinations of fiscal and monetary policy. We can, for 

example, have the same level of aggregate demand with either (a) an easy 

fiscal policy involving a substantial budget deficit combined with a tight 

monetary policy and high interest rates, or ( b ) a tight fiscal policy involving 

a budget surplus combined with an easy monetary policy and low interest 

rates. 

3. High interest rates in the United States (relative to those abroad, 

which are taken as given) will attract an increased net inflow of capital into 

the United States. Thus, if at the level of aggregate demand that is needed to 

achieve the employment/price-behavior target—e.g., point N on the modi¬ 

fied Phillips curve in Figure 17-16—the balance of trade in goods and 

services shows a deficit, this level of aggregate demand should be achieved 

with a policy mix involving sufficiently high interest rates to attract an 

inflow of capital large enough to cover the deficit on trade account. Con¬ 

versely, if the balance of trade shows a surplus at the target level of 

aggregate demand, this level of demand should be achieved with a policy 

mix involving sufficiently low interest rates to generate a capital outflow 

equal to the trade surplus. 

6 For a more extensive treatment of some of the matters discussed here, see R. M. 
Stern, The Balance of Payments: Theory and Economic Policy (Chicago: Aldine Press, 
in press), chap. 9. 

6 See page 38. 
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It will be useful to work out these ideas somewhat more fully by 

developing a static linear model of the relationships involved. The model we 

shall use includes the following nine equations: 

Y=C+I+G* + X-P (X) 
C — cYa + Cq (2) 
I = iYd — vr + Io (3) 

II H
} 1 H
I 

(4) 
T — xY+ To (5) 

M* = kY-mr+ M0 (6) 
P = pY + P0 (7) 
F — br -{- Fo (8) 
B = X ~ P + F (9) 

Here Y is GNP; C, personal consumption expenditures; G*, government 

purchases of goods and services; X, exports of goods and services; P, imports 

of goods and services; Yd, disposable (aftertax) income; T, net taxes (i.e., 

taxes minus transfer payments); M*, the stock of money; r, the interest 

rate; F, the net inflow of capital into the country; and B, the surplus or 

deficit in the balance of payments on an official reserve transactions basis. 

Equation 1 is the definition of GNP from the expenditure side for an open 

economy, as explained in Chapter 2. Equations 2, 3, and 5 are the consump¬ 

tion function, investment function, and tax function, respectively. Equation 

4 defines disposable income. Equation 6 defines the equilibrium of the supply 

of money with the demand for money. Equation 7 specifies imports of goods 

- and services as a function of GNP. Equation 8 indicates that the net inflow 

of capital is a function of the interest rate. Equation 9 defines the balance- 

of-payments surplus or deficit as the algebraic sum of the trade balance 

(X — P) and the capital flow balance (F). 

The model makes the simplifying asumption that prices remain constant, 

i.e., that changes in aggregate demand cause changes in output and employ¬ 

ment with no effect on prices. The symbols C0, J0, T0, M0, P0, and F0 are the 

constant terms in the consumption function, investment function, tax func¬ 

tion, money-demand function, import function, and capital-inflow function, 

respectively. Exports (X) are assumed to be constant, determined by the 

(given) income and price level in the rest of the world. M* and G* 
are taken to be policy parameters that are changed to implement monetary 

policy and fiscal policy, respectively. (Fiscal policy could alternatively be 

implemented by changing taxes, but for simplicity, this possibility is ruled 

out.) Thus, for given values of the policy parameters, M* and G*, the nine 

equations of the model are sufficient to determine the nine endogenous 

variables, Y, C, l, P, Yd, r, T, F, and B. 
It is possible to simplify this system considerably. First, let us substitute 

Equations 2, 3, 4, 5, and 7 into Equation 1. Simplifying and solving for r, 
we obtain the equation of the IS curve 
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r —-[1 — (c H- 0(1 — x~) 4~ p]Y H— [C0 + Zb ~ (s ~b O^o 

-P„ + X+G*] (10) 

The slope of the IS curve is 

Ar _ 1 — (c + 0(1 — x) p 

AY~ ~~ ' v 

We shall assume that (c + i) (1 — x) — p, which is the marginal propen¬ 

sity to spend on domestically produced output, is less than unity.7 If this is 

the case, it is clear that the slope of the IS curve is negative. 

Solving equation 6 for r, we have the equation of the LM curve 

r = -Y+ i(M0 - M*) (11) 
mm 

The slope of the LM curve is 

AY m 

which is clearly positive. 

Next we substitute Equations 7 and 8 into Equation 9, obtaining 

B = hr - pY+ X — P0 + F0 (12) 

Setting B — 0 and solving for r, we obtain the equation of what may be 

termed the B = 0 curve 

>- = |Y + ](P«-X-fo) (13) 

This curve encompasses all of the combinations of income and the interest 

rate which will produce equilibrium in the balance of payments (i.e., neither 

a surplus nor a deficit on an official settlements basis and neither a gain nor 

a loss of monetary reserves). 

The slope of the B = 0 curve is 

A r p 

AY=~b 

which is positive. The reason for the positive slope is easy to see. If the 

balance of payments is in balance to begin with and if income rises, imports 

will be increased, thereby throwing the balance of payments into deficit if 

7 (c+i)( l — x) is the total marginal propensity to spend out of GNP on output, 
including imports. If the marginal propensity to import, p, is subtracted from this, what 
is left is the marginal propensity to spend on domestically produced output. 
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the interest rate is unchanged. In order to restore balance, it will be 

necessary to raise the interest rate in order to attract a sufficient additional 

inflow of capital to offset the increased imports. Thus, the higher is the level 

of income the higher will the interest rate have to be to keep payments in 

balance. 

The equilibrium level of income associated with any given values of G* 
and M* can be determined by eliminating r between Equations 10 and 11 

and solving the resulting equation for Y. This yields 

Y = --t (Co + Iq — (c + OTo ~ Pq 

l — (c+0(l —*) + * + - m 

-~M0 + X + G* + - M*) (14) 
m m) 

This equilibrium is depicted in Figure 24-1 by the intersection of the IS and 

LM curves at point P.& 

FIGURE 24-1 

Use of Monetary and Fiscal Policy to Achieve Internal and External Balance 

There is, in general, no reason why the equilibrium level of income should 

be associated with either balance-of-payments equilibrium or full employ- 

8 For an alternative graphical presentation that leads to similar conclusions, the 
student is referred to R. A. Mundell, "The Appropriate Use of Monetary and Fiscal 
Policy for Internal and External Stability,” International Monetary Fund Staff Papers, 
Vol. IX, March 1962, pp. 70-79, reprinted in Smith and Teigen, op. cit. 
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ment. In Figure 24-1, full employment income is depicted by the vertical 

line YfYf. Thus, the equilibrium income, Y0>is at a level below full employ¬ 

ment. Moreover, the equilibrium point P lies below the B — 0 line, indicat¬ 

ing that the balance of payments is in deficit.9 

In order to achieve both full employment and balance-of-payments equi¬ 

librium, it is necessary to move the equilibrium position of the economy to 

point Q, where the B = 0 line intersects the full employment income line 

YfYf. This will require that the IS curve be shifted to the right to the posi¬ 

tion IS' and the LM curve to the left to the position LAP. It is apparent that 

this will require a suitable increase in government purchases, G*, and a suit¬ 

able contraction of the stock of money, AT*. That is, an expansionary fiscal 

policy combined with a restrictive monetary policy will be required. It 

should be noted the position of the B = 0 line is not affected by either mone¬ 

tary or fiscal policy. 

A more detailed analysis of the problem can be developed as follows. The 

incremental change in Y produced by incremental changes in G* and At* 

can easily be derived from Equation 14, assuming AC0 = A/0 = AT0 — 

AP0 — AA10 = AX = 0. The result is as follows: 

fhk \ h - h 
B = (™-p)y--M + X-P0 + F0+-Mo 

\m / m m 

The incremental change in B caused by changes in Y and Al* (with 

AX = AP0 — AF0 = AAt0 = 0) is 

9 The fact that the balance of payments is in deficit at any point below the B — 0 line 
is easily made clear by comparing points A and A' in Figure 24-1. At point A, the 
balance of payments is in equilibrium since the point lies on the B — 0 line. At point A', 

income is the same as at point A, so the balance of trade in goods and services is the same 
as it is at point A. However, the interest rate is lower and the net capital inflow is there¬ 
fore smaller at A' than at A. Consequently, the overall balance of payment must be in 
deficit at point A'. By analogous reasoning it is clear that at any point above the 5 = 0 
line the balance of payments is in surplus. 
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Substituting the value of AY from Equation 15 into Equation 16 and sim¬ 

plifying, we obtain the incremental change in B produced by incremental 

changes in G* and M*. The result is 

hk 

A B = 
m ~P 

1 ~ (c + t)(l — x) -j- p -f- vk 
m 

AG* 

^(i - 0+00- - x» + 

1 — (c + 0(1 — x) + p + vk 
in 

AM* (17) 

It will be useful at this point to bring together Equations 15 and 17. 

AY = 1 — (c + 0(1 — x) + p + vk 
m 

AG* 

+ 

v 
m 

1 — (c + 0(1 — •*■) + p + vk. 
m 

AM* (15) 

AB = 

bk 

1 — (c + 0(1 — x) + p + vk 
m 

AG* 

1(1-0 + 00-*)) + ^ 

1 — (c + 0(1 ~ x) + p + vk 
m 

AM* (17) 

We can select target values for AY and AB—for example, a value of AY 
that will move the economy to full employment and a value of AB that will 

move the balance of payments to equilibrium (i.e., make B = 0). Having 

selected target values of AY and AB, we can solve Equations 15 and 17 si¬ 

multaneously to find the changes in the policy instruments, AG* and AM*, 
that will be needed to achieve these targets. 

The easiest way to make these ideas clear is by means of a numerical il¬ 

lustration. Let us assume the following values: X — 45, C0 — 0, I0 = 63, 

T0 = 40, Mo = 0, P0 = -50, F0 = - 38, G* = 230, M* = 190, c = 0.9, 

i = 0.1, v — 12, m — 15, k = 0.25, x — 0.2, p = 0.1, b — 9. Substituting 

these values into Equation 14, we find that the equilibrium value of income 
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TABLE 24-1 

Numerical Illustration of Use of Monetary and Fiscal Policies 
to Achieve Internal and External Balance 

Initial New 

Variable How Calculated Equilibrium Equilibrium Change 

Y.....C+ I+G*+ X- P 1,000 1,020.0 + 20.0 
C.0.9Yd 684 698.4 +14.4 
1.0.1 Yd- 12r+ 63 91 80.6 -10.4 
£7*.Policy instrument 230 248.0 +18.0 
X.Given 45 45-0 
P..... .0.1Y — 50 50 52.0 + 2.0 
Yd.Y-T 760 776.0 +16.0 
T.0.2Y+ 40 240 244.0 +4.0 
r.0.0167Y — 0.0667M*® 4% 5% +1% 
.Policy instrument 190 180.0 —10.0 

F.9r - 38 -2 7.0 +9.0 
B.X-P+F -7 0 +7.0 

“ Obtained by solving the equation, M* = 0.25 F — 15r, for r. 

is 1,000. The position of the economy is shown in the "initial equilibrium” 

column of Table 24-1. 

Let us suppose that the target level of income desired for full employment 

is 1,020. It is apparent from Table 24-1 that the balance of payments shows 

a deficit of 7. The purpose of the authorities, then, is to select a set of policies 

that will raise income by 20 and reduce the balance-of-payments deficit by 

7. Substituting the values of the parameters into Equations 15 and 17, we 

obtain the following: 
y 

AY = 2AG* + 1.6 AM* 

AB = 0.1 AG* - 0.52 AM* 

Substituting the target values AY = 20 and AB — 7, we have the following 

pair of equations: 

2 AG* + 1.6 AM* = 20 

0.1 AG* - 0.52 AM* = 7 

Solving these two equations simultaneously for AG* and AM*, we obtain 

AG* = 18 and AM* = —10. That is, in order to achieve full employment 

and balance-of-payments equilibrium, it is necessary to increase government 

purchases (G*) by 18, to 248, and reduce the money stock by 10, to 180. 

The equilibrium position of the economy after this has been done is shown 

in the "new equilibrium” column of Table 24-1. We leave it as an exercise 

for the student to work out a diagram similar to Figure 24-1 for this nu¬ 

merical illustration. 

We have shown by means of a relatively simple model how it may be 

possible, in principle, to use monetary and fiscal policy in a sophisticated way 
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to achieve external and internal balance simultaneously. Having shown this, 

it is now necessary to point out a number of complications and theoretical 

and practical difficulties that were necessarily not evident in the above 

simplified presentation. 

1. One minor complication is that the inflow of capital may depend on 

the level of income as well as the interest rate—that is, a high level of 

income will mean that domestic industry is profitable and this may attract 

capital from abroad. Allowance for this possibility would make the above 

model a little more complex, but it would not change the analysis in any 

fundamental way. 

2. Instead of merely being determined by total disposable income, im¬ 

ports might depend on consumption and investment separately, with differ¬ 

ent marginal propensities to import for the two purposes. This would make 

the balance of trade depend on the composition as well as the level of 

aggregate demand and therefore on the mix of monetary and fiscal policies. 

This would not be likely to vitiate the above analysis, but if t^ie marginal 

propensity to import for consumption were a great deal larger than the 

marginal propensity to import for investment, it is possible that the appro¬ 

priate policy adjustment to raise the economy to full employment and 

eliminate a deficit at the same time would be to tighten fiscal policy and ease 

monetary policy, rather than the reverse as in the example worked out 

above.10 It seems quite unlikely, however, that the difference in import 

propensities would be large enough to cause such a reversal of the needed 

policy ad justment 

3. A serious theoretical problem arises from the fact that many investors 

appear to hold portfolios of assets that are diversified according to the 

currencies in which the assets are denominated. A rise in the interest rates 

available in a particular country may cause these investors to shift the 

composition of their portfolios toward investments denominated in the 

currency of that country—that is, to sell assets denominated in other cur¬ 

rencies and buy assets denominated in that country’s currency. This process 

of changing the composition of existing portfolios may take some little time 

to complete, and while it is going on the balance-of-payments gains of the 

country that raised its interest rates may be substantial. Once it is completed, 

however, the gains are likely to become very much smaller, since from that 

point onward, the country will only benefit by getting a somewhat larger 

share of the current flow of financial saving which adds to asset portfolios. 

Thus, the balance-of-payments benefits to be obtained by raising interest 

10 A tightening of monetary policy and an easing of fiscal policy would reduce in¬ 
vestment and increase consumption. If the marginal propensity to import for consumption 
were enough larger than the marginal propensity to import for investment, this might 
cause the trade balance to worsen by an amount greater than the increase in capital inflow 
caused by the rise in interest rates. If this should be the case, the appropriate adjustment 
would be to ease monetary policy and tighten fiscal policy. 
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rates may be largely transitory. This difficulty is not dealt with in the model 

developed above, because that model makes the unrealistic assumption that 

the capital flow per unit of time (F) depends on the interest rate. This 

difficulty is serious enough to cast doubt on the value of changes in the 

policy mix as anything more than a very temporary means of dealing with 

conflicts between internal and external stability. It should be understood, 

however, that the validity of the portfolio balance view of international 

capital movements on which this criticism rests has not been clearly estab¬ 

lished as correct. 

4. There are grave practical difficulties in the application of the policy 

mix approach. In reality, we do not know with much precision the magni¬ 

tude of response of either the domestic economy or the balance of payments 

to changes in monetary and fiscal policies. Moreover, the responses occur 

with lags. The balance of payments responds with lags that differ from those 

applicable to the domestic economy, and the lags in both responses differ as 

between monetary and fiscal policy. Application of the policy mix approach 

might on occasion involve budget deficits or surpluses that were so large or 

interest rates that were so high as to be unacceptable for political reasons, or 

because of socially undesirable impacts on particular sectors of the economy 

such as housing construction. Thus, lack of knowledge of the magnitude and 

time pattern of the economy’s responses and the existence of political 

constraints may limit the applicability of the policy mix approach. 

5. The widespread use of the policy mix approach would clearly require 

fairly sophisticated coordination of the monetary policies of different coun¬ 

tries. If one country raised its domestic interest rates for balance-of-payments 

reasons and other countries followed suit by raising their interest rates as a 

means of checking domestic inflation, the world could easily get into a cycle 

of escalating interest rates which would have a very serious effect on 

worldwide capital formation and economic growth. 

6. Even if the kinds of policy adjustments described above could be 

carried out effectively, there is some doubt about their effects on the balance 

of payments in the long run. If, for example, a country should have a 

persistent deficit in its trade accounts which it attempted to counteract by 

maintaining high enough interest rates to attract a compensating capital 

inflow, it would find its interest payments to foreign investors rising as its 

international indebtedness increased. Thus, in the absence of other adjust¬ 

ments, its trade deficit (which includes interest payments) would grow and 

it might have to raise interest rates further to keep its accounts in balance. 

7. A policy of the type described above might have effects on productiv¬ 

ity which would work against the elimination of the underlying balance-of- 

payments difficulty. For example, if a country having a trade deficit persist¬ 

ently maintained a tight monetary policy, this might restrain investment and 

capital accumulation, thereby working against the improvement in efficiency 

and productivity that would be needed to strengthen its competitive position 

in international trade. It would be possible to get around this difficulty by 
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introducing sufficiently strong tax incentives for investment to overcome the 

effects of high interest rates. Unless this was done, however, the policy might 

hurt the country’s trade position in the long run. 

We may conclude that there is some possibility of using sophisticated 

adjustments of the mix of monetary and fiscal policies to deal with conflicts 

that may arise between the goals of internal and external stability and 

thereby contribute something to the improvement of the balance-of-pay- 

ments adjustment mechanism. Btit the difficulties with this approach are 

great, and its contribution must necessarily be quite limited. 

Flexible Exchange Rates 

Another way of reforming the international monetary system would be to 

institute a system of flexible exchange rates.11 That is, the present IMF 

arrangements under which countries agree to intervene in foreign exchange 

markets to prevent exchange rates from fluctuating more than 1 percent on 

either side of an established parity would be abandoned. Exchange rates 

would be permitted to fluctuate on a day-to-day basis in response to changes 

in demand and supply in the same manner as the price of wheat adjusts in a 

free market. Thus, if the U.S. demand for British exports should increase 

from DD to D'LT as depicted in Figure 21—1, the exchange rate would 

simply be permitted to rise from $2 to the pound to $2.80, thereby keeping 

supply and demand equated in the f oeign exchange market.12 

A system of flexible exchange rates has much to recommend it. In 

principle at least, it would leave individual countries free to follow the fiscal 

and monetary policies they judge to be appropriate from the standpoint of 

their domestic economies. Furthermore, it would eliminate the need for 

international monetary reserves; since movements of the exchange rate 

would continuously equate the supply of and demand for foreign exchange, 

there would be no deficits (or surpluses) to be financed with official 

reserves. 

Many professional economists favor flexible exchange rates. The support¬ 

ers include economists of diverse socioeconomic philosophies, whose views 

on other aspects of economic policy often differ substantially. The general 

view of these economists is that we should make use of the price system and 

11 On the subject of flexible exchange rates, see Stern, op. tit., chap. 3; Milton 
Friedman, "The Case for Flexible Exchange Rates,” in Essays in Positive Economics 

(Chicago: University of Chicago Press, 1953), pp. 157—203; R. E. Caves, "Flexible 
Exchange Rates,” American Economic Review, Yol. LIII, May 1963, pp. 120-29; J. E. 
Meade, "The Case for Variable Exchange Rates,” Three Banks Review, September 1955, 
pp. 3-27; H. C. Wallich, Statement in The United States Balance of Payments, Hearings 
before the Joint Economic Committee, Part 3, The International Monetary System: Func¬ 
tioning and Possible Reform, 88th Congress, 1st Session, November 12-15, 1963 (Wash¬ 
ington: U.S. Government Printing Office, 1963), pp. 495-99, reprinted as "In Defense 
of Fixed Exchange Rates,” in L. S. Ritter (ed.), Money and Economic Activity: Readings 

in Money and Banking (3d ed.; Boston: Houghton-Mifflin Co., 1967), pp. 442-45. 

12 See page 445. 
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the free market to deal with the balance of payments just as we do in most 

other areas of economic life. This is a viewpoint with which the present 

author has a great deal of sympathy. Indeed, in the long run it is quite 

possible that a system of flexible exchange rates will prove to be the only 

practicable way out of the impasse that the present international monetary 

system has reached. 

While flexible exchange rates are supported by many economists, there 

has been a decided lack of. support for them up to now among central 

bankers, government officials, and men of affairs. Several objections have 

been raised. One is that the price elasticities of demand and supply of 

internationally traded goods may be so small that wide fluctuations in 

exchange rates would be necessary to maintain continuous balance-of-pay- 

ments equilibrium. This should not in itself be a matter of great concern 

since exchange rates per se are not important. But there is some concern 

about the possible destabilizing effects of speculative capital movements 

under flexible exchange rates, and some feeling that this problem would be 

more serious if low elasticities of demand and supply should themselves tend 

to promote wild fluctuations in rates. Actually, however, it seems likely that 

speculation would be a much less serious problem with continuously flexible 

exchange rates than it is under the present system, with rates fixed at any 

particular time but subject to adjustments that are in fact likely to take place 

only when the balance of payments is far out of equilibrium and has been in 

that position for some time. 

Another argument is that flexible rates would increase uncertainty and 

therefore discourage international trade and particularly investment activi¬ 

ties which involve the commitment of funds for a considerable period of 

time. It is possible for traders to protect themselves against the risk of 

exchange rate fluctuation by use of the forward markets in foreign ex¬ 

change.13 This protection would presumably continue to be available under a 

system of flexible exchange rates, although its cost might be increased 

somewhat because the underlying risk would be greater. Thus, while inter¬ 

national trade would probably be somewhat discouraged by flexible rates, it 

is doubtful whether this effect would be serious. As far as longer term 

investment commitments are concerned, the investor now runs the risk of 

being adversely affected by a currency devaluation or the application of 

direct controls which would prevent him from repatriating his capital and 

his earnings. Thus, he would probably be no worse off under fluctuating 

rates. 

13 The forward market in foreign exchange provides facilities which enable an im¬ 
porter who expects to have to make a payment denominated in a foreign currency to 
buy that currency for delivery, say, 30 days hence, at a price specified now. Or an ex¬ 
porter expecting to receive payment denominated in a foreign currency may sell that 
currency for future delivery at a specified price. The functioning of the forward market 
is quite complex. For a discussion, see Stern, op. cit., chap. 2. 
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Probably much of the skepticism about a system of flexible exchange rates 

is simply due to the fact that we have had no experience with such a system 

and therefore can only deduce how it would be likely to work. There was a 

period in the 1930’s when many countries made frequent adjustments in 

exchange rates and in some instances let them move in response to market 

forces. The fact that this was a period of worldwide depression and dwin¬ 

dling world trade has probably contributed to the development of an 

instinctive opposition to flexible rates. However, this could hardly be de¬ 

scribed as a period in which there was a system of flexible exchange rates. 

Indeed, there was such chaos in international finance that no international 

monetary system really existed. Many exchange rate adjustments in the 

1930’s were brought about by deliberate intervention in the exchange 

markets by governments to devalue their currencies as a means of increasing 

exports to stimulate domestic economic activity. These were glaring exam¬ 

ples of the "beggar-my-neighbor” policies discussed in Chapter 22, and 

would presumably be outlawed under any system of flexible exchange rates 

that was adopted today. 

Schemes for Limited Flexibility of Exchange Rates 

Recently several proposals have been advanced for exchange rate ar¬ 

rangements that are intermediate between the present pegged rate system 

and completely flexible rates.14 One such proposal would establish a wider 
band within which exchange rates would be permitted to move. Under this 

proposal, the system would work in principle as it does now, except that 

instead of being permitted to fluctuate only 1 percent in either direction 

from parity, exchange rates would be allowed to vary by, say, 5 percent 

either way. It is alleged that this would discourage speculation by increasing 

the risks borne by speculators, while still enabling traders to be reasonably 

certain about future rates.15 However, the significance of this effect on specu¬ 

lators seems somewhat questionable. When a country experiences a severe 

and persistent deficit, even if it manages to avoid a devaluation, its exchange 

rate is likely to remain at or near the lower limit, whether this is 1 percent or 

14 For a useful catalog of various proposals, see J. E. Meade, "Exchange-Rate Flexibility,” 
in International Payments Problems (Washington: American Enterprise Institute for 
Public Policy Research, 1966), pp. 67-82, reprinted in Smith and Teigen, op. cit. 

15 The argument that speculative risks are increased is as follows. Suppose the sterling 
parity is £1 — $2.40, Britain is suffering from a severe balance-of-payments deficit with 
the exchange rate at its lower margin, and speculators believe sterling will be devalued. 
With a 1 percent band either side of parity, the exchange rate would be $2,376. If a 
speculator sold sterling at this price, planning to buy it back at a lower price if a 
devaluation occurred, the largest loss he could suffer would be about 2 percent, which 
would occur if sterling was not devalued and/ instead rose to its upper margin of $2.424. 
With a 5 percent band either side of parity, the floor would be $2.28. If the speculator sold 
sterling at this price and there was no devaluation, he could conceivably suffer a loss of 
about 10 percent if sterling rose to its upper margin of $2.52. 
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5 percent below parity. The actual risk of significant loss to speculators is 

likely in practice to be negligible in such circumstances, even with a some¬ 

what wider band than now exists. It is true that with a wider band the move¬ 

ment of exchange rates within the band might be capable of producing some 

correction of the basic trade accounts by changing relative prices of exports 

and imports. But with divergent national trends of real growth and of price 

levels, it seems quite likely that many countries would soon reach a situation 

in which their exchange rates were at the upper or lower margin of fluctua¬ 

tion, at which point the system would encounter the same problems that exist 

under present arrangements. 

A more promising proposal is for a sliding parity—perhaps better known 

as a "crawling peg.” Under such a proposal, the par value in terms of the 

dollar of each nondollar currency would be allowed to respond to the 

balance-of-payments situation, but only in small increments per unit of time. 

For example, suppose the United Kingdom should experience a persistent 

deficit. The Bank of England would be allowed to lower the par value of the 

pound at a rate of, say, 2 or 3 percent per year in small steps taken every 

week or perhaps even every day. In this way, the adjustment could proceed 

until the exchange rate had brought the balance of payments into equilib¬ 

rium. The small changes in the exchange rate would not induce speculation 

or disrupt trade, since in the short run—e.g., over a couple of months—the 

changes would be negligible.16 If a substantial balance-of-payments disequi¬ 

librium should require a large adjustment in the exchange rate for its 

elimination, the adjustment might require several years to accomplish.17 A 

large amount of reserves might be needed to finance the deficits during this 

period. The system of special drawing rights might be relied upon to provide 

the reserves needed to make the scheme work properly. 

A major issue regarding the sliding parity proposal is whether the 

changes in the exchange rates should be determined automatically by the 

exchange market or in a discretionary way by the central bank in question.18 

16 It should be noted, however, that if a country had a large deficit which was ex¬ 
pected to require a persistent devaluation of its currency over a considerable period, an 
appropriate adjustment of its interest rates relative to those prevailing in other countries 
might be needed to prevent an outflow of capital. For example, suppose the sterling 
exchange rate was expected to decline at a rate of 2 percent per year for some time ahead. 
In such a situation, interest rates in London would need to be about 2 percent higher than 
in New York in order to counteract the tendency for capital to move from the United 
Kingdom to the United States to take advantage of the anticipated appreciation of the 
dollar relative to sterling. 

17 For this reason, the sliding parity scheme would have a greater chance of func¬ 
tioning successfully if there were an initial realignment of parities designed to achieve 
something approximating a set of equilibrium exchange rates before the scheme was 
put into operation. 

18 An automatic scheme might be established along the following lines: On any 
given day the exchange rate might be permitted to fluctuate 1 percent either side of 
parity with the central bank agreeing to intervene to prevent fluctuations outside this 
range, as is the case under the present/system. At the same time, however, a new parity 



[Ch. 24] Problems of the International Monetary System • 513 

Countries anticipating balance-of-payments deficits and depreciating ex¬ 

change rates tend to prefer the automatic system, while countries anticipat¬ 

ing surpluses and appreciating rates lean toward the discretionary arrange¬ 

ment, since they are reluctant to see the trade advantages of an undervalued 

currency wiped out by market-induced rises in their exchange rates. This is 

not to say, of course, that there is anything like unanimous agreement 

concerning the desirability of any arrangement for increasing the flexibility 

of exchange rates. But it does appear that, as the difficulties of the present 

system have become increasingly apparent, there has been more interest, 

even in official circles, in exploring the possibilities of achieving increased 

flexibility. 

FINAL COMMENT 

Considerable progress has been made in the last few years in strengthen¬ 

ing the international monetary system and improving its functioning. The 

biggest forward step has been the development, adoption, and the beginning 

of the implementation of the system for special drawing rights. With that 

system, the world now has the means to create additional monetary reserves 

as they are needed to support the growth of income and trade. Having 

achieved this important improvement in the international monetary system, 

the next step is to do something to strengthen the balance-of-payments 

adjustment mechanism. The most promising way to accomplish this objec¬ 

tive is to move in the direction of greater flexibility of exchange rates. While 

there is still great opposition to completely flexible rates, there appears 

recently to have been a greater willingness to consider proposals for limited 

flexibility such as the sliding parity schemes. There are also some ways of 

strengthening the adjustment mechanism that were not discussed above, 

such as a code of rules governing the use of variable import duties and 

export subsidies as a means of correcting balance-of-payments deficits and 

surpluses. However, approaches of this kind are basically objectionable on 

efficiency grounds, are subject to possible abuses, and in any case, would be 

very difficult to negotiate on an acceptable basis. 

would be established each day equal to the average of the actual market exchange rates 
that had prevailed during the preceding 365 days. Under such a scheme, with a 1 percent 
band either side of parity and a one-year moving average for establishing daily parities, the 
exchange rate could depreciate by, at most, 2 percent in a year’s time if a country had a 
persistent deficit (or appreciate by 2 percent if a country had a persistent surplus). The 
amount of permitted parity movement could be increased under such a scheme either by 
widening the band or by shortening the period of the moving average. 
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Imports, 29-30 
multipliers to indicate change in de¬ 
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short-run dynamics of, 138-58 

Income concepts, 61-62 

Income determination 
aggregate demand, 114—17 
aggregate supply, 114-17 
automatic fiscal stabilizers, 134—37 
autonomous investment, 114-37 
balanced budget multiplier, 122-23, 

133 
capital consumption allowances, 127 
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lump-sum taxes, 120 
more complete model, 126-32 
multiplier to indicate change, 117—20 

autonomous changes in level of net 
taxes, 125 

balanced budget, 122-23, 133 
change in size of, effect of, 246 
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changing weights, 75 
choice of items to be included, 75 
defined, 71 
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Index number—Cont. 
downward bias, 77 
equally weighted, 72 
errors in construction of, 77 
fixed weights, 75 
flexibility in choice of weights, 74 
fundamental purpose of, 74—75 
geometric average, 78 
given-year weights, 73 
hypothetical example of use of, 71—74 
implicit price deflator of the GNP, 84 
new product appearance, 80 
price relative, 71—72 
problems of construction, 74-77 
product quality changes, 80, 87 
selection of a base period, 76-77 
selection of weights, 75 
type bias, 77-78 
unweighted, 72 
upward bias, 77, 85 
weighted aggregative, 72-74 
weighted mean of relatives, 74 
weighting bias, 78-80 

India as Sterling Area member, 450 n 
Indirect taxes, 33, 127 
Industrial commodities, categories of, 81 n 
Industrial production index, 89 
Inflation 

balance of payments as affected by, 341 
balance of payments policy, 482 
burdens imposed by, 2 
cost-push, 364 n 
defined, 338-39 
demand-pull, 342-50, 368-71; see also 

Demand-pull inflation 
demand-shift, 365 
distributional effects of, 339-40 
dynamic process, 339 
economic effects of, 339-42 
economic growth, effect on, 341 
Korean war, triggered by, 1 
market-power, 342, 350—71; see also 

Market-power inflation 
nature of, 338—39 
open, 338-39 
persistence of, 1 
post-World War II problem, 1, 338 
price index, effect on, 342 
prosperity, effect on, 341 
suppressed,- 339 
trade-off with unemployment rate, 381 
types of, 342 
wage-push, 364 n 

Inflationary gap, 346 

Integral stabilizers, 337 n 

Interest elasticity of investment, 171-72 
expenditure schedule, 244, 246 
liquidity preference, 244 
money supply as having, 307-9 

Interest payments, 43-44, 47 
changes in, 45 
imputation of, 59 

Interest rates. 111 
administrative restrictions, 281-82, 320 
bond prices in relation to, 210-14 
ceilings on, 294, 295 n 
debt contract classifications, 280-82 
determination of, 232-35 
elasticity of demand for money with 

respect to, 260—61 
expectations hypothesis, 283-88 

nature of, 289-91 
qualifications of, 288-89 
unsettled issues, 291—93 

extrapolative expectations, 290-91 
investment as affected by changes in, 

204-5 
legal restrictions, 281—82, 320 
maturity structure of, 282-83 
mortgages, 294, 320 
normal level of, 310 
open-market operations, effect of, 307 
open-market securities, 294 
regressive expectations, 289 
rigidity of, 294 
short-term versus long-term, 310—11 
shoulder phenomenon, 290 
sticky, 294 
structure of, 280-94 
tax-exempt bonds, 293-94 
U.S. government securities, relationship 

to, 293 
yields to maturity, 283 

Internal funds, 163 n, 194-96 

International Monetary Fund 
amendments to Articles of Agreement, 

497-98 
balance of payments deficits covered by, 

451 
borrowing from, 451-52 
drawing rights of members, 451 
establishment, 443 
exchange parities under, 443 
exchange parity adjustments, 492-93 
functions of, 451 

gold tranche of countries, 451 

increase of U.S. reserve position in, 
457 n 

membership of, 443 

quotas of member countries, 451 

reserve position in, 451 

reserves in gold and dollars, 450 

role of, 450-52 

special drawing rights plan, establish¬ 
ment of, 497-98 

International monetary system, 443-52; 
see also Balance of payments 
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International monetary system—Cont. 
asymmetry between deficits and 

surpluses, 476 
deflationary bias of, 492 
devaluation of currency, 493-95 
exchange parities under the IMF, 443 
exchange rates, stabilization of, 446-48 
flexible exchange rates, 509-11 

limited form of, 511-13 
foreign exchange market: two-country 

model, 445—46 
foundation of, 443 
improvement in, methods of, 496-513 
inadequate growth of reserves, 495-96 
increasing supply of reserves, 496—98 
instability of, 494-95 
international coordination of economic 

policies, 498-500 
lack of adequate adjustment mechanism, 

490-94 
policy coordination, 498-500 
present form, 450 
private transactions, settlement of, 444- 

45 
reformation of, methods of, 496-513 
reserves, need for, 449-50 
"rules of the game,” 498-500 
settlement of private transactions, 444- 

45 
stabilization of exchange rates, 446—48 
strains on, 490 
weaknesses of, 490-96 
world prosperity, 490 

International trade, 441 
"beggar-my-neighbor” policies, 467-69 
national income in relation to, 458-60 
price changes, effects of, 470—72 
transmission of instability, 465-66 

International transmission of instability, 
465-66 

Inventories 
adjustments, 152 

model with, 152—55 
multiplier to indicate change, 155-58 

change in business, 28 
investment in, 29 
valuation adjustment, 28 n, 29 n, 31, 

56-57, 64-65 
incorporated enterprises, 57 
parts of, 43 
unincorporated enterprises, 57 

Inventory adjustments; see Inventories 

Inventory valuation adjustments; see In¬ 
ventories 

Investment 
acceleration principle, 175-82, 202 

aggregative accelerator multiplier 
model, 178-82 

basis of, 189 

Investment—Cont. 
acceleration principle—Cont. 

changes in demand, 177 
equipment investment, 177 
excess capacity, 177-78 
operation of, 190 
role played by, 190 
shortcomings of model, 182 
single firm, application to, 176-78 
turning points, 177 

actual, 92, 147-52 
aggregate demand, component of, 160 
autonomous expenditures; see Income 

determination 
autonomous forces affecting, 191-93 
backlogs of unfinished work, 203—4 
consumer expenditure and expenditure 

for, 114-37 
cost-cutting, 163 
defined, 28 n, 159, 174 
depreciation allowances, 160 
determinants of, empirical evidence of, 

202-5 
dynamics of, 173-93 
economic growth in relation to, 391—400 
empirical evidence on determinants of, 

202-5 
equality with saving, 147-52 
equilibrium income determination, role 

in, 206-9 
ex ante, 92, 147-52 
ex post, 92, 147—52 
financing of 

borrowing, 194-96 
external funds, 194—96 
internal funds, 163 n, 194-96 
issuance of new corporate stock, 194, 

196 
sources of, 194 
supply-of-funds schedule, 197—201 

gross, 159 
gross saving in relation to, 160 

gross fixed, 29 n 
gross private domestic, 28 
integration of marginal efficiency of in¬ 

vestment schedule and multiplier 
analysis, 206—9 

interaction of investment demand and 
supply of funds, 201—2 

interest rate changes, effect of, 204-5 
interest rate criterion, 167-68 
inventory, 29 
lag patterns, 203-4 

long-run adequacy of demand, 191—93 

marginal efficiency concept, 161-72 
alternative criterion, 167-68 
capitalization formula, 167 
changes in, 242-43 
defined, 166 
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Investment—Cont. 
marginal efficiency concept—Cont. 

generalization of, 164-67 
integration with multiplier analysis, 

206-9 
interest elasticity of, 171—72 
investment schedule, 168—71 
marginal productivity of capital dis¬ 

tinguished, 174 
simple illustration, 161-64 
variables in calculation of, 163-64 

measurement of net, 32—33 
monetary policy, effect of, 204 
multipliers to indicate change in, foreign 

trade, 460-70 
net, 159-60 
net fixed, 29 n 
net foreign, 51, 64 
net private domestic, 32 
new, 159 
planned, 92, 147-52 
population growth as factor, 191 
present value criterion, 167-68 
productive capacity, source of, 160-61 
replacement, 159 
saving in relation to, 52—54 
scope of analysis, 159-61 
stock of capital in relation to, 173-75 
stock adjustment model, 182-89, 203 
supply-of-funds schedule, 197-201 

interaction with investment demand, 
201-2 

technological change versus, source of 
economic growth, 413-23 

technological progress as factor, 191 
Investment financing; see Investment 

J 
Japan 

convertible currencies and free foreign 
exchange markets, 444, 446 

economic growth, 2, 373, 436 
Johnson, H. G., 433 n 
Johnson, Lyndon B., 50 n 
Jones, R. W., 488 n 

K 

Kalachek, E. D., 437 n 
Kareken, John H., 205 n 
Katona, George, 110 n, llln 
"Keeping up with the Joneses,” 103 
Kenen, P. B., 220 n 
Kennedy, John F., 68 n 
Kennedy administration, 382 n 

Keynes, John Maynard, 5—6, 98, 161 n, 
174 n, 215 n, 219 n, 226, 228, 323, 
335 

Keynesian analysis, 6, 161 n, 391 

Kisselgoff, Avram, 202 n 

Klein, L. R., 136 n, 157 n, 158 n, 232 n, 
291 n, 354n 

Korean war, 1, 111, 295 n, 369 
Kuh, Edwin, 202 n, 291 n, 358 n 
Kuznets, Simon, 102 n 

L 

Labor 
excess demand for, 353-57 
structural imbalance between supply 

and demand of, 353 
Labor force as affected by unemployment 

changes, 385 n 
Labor market in competitive conditions, 

325-29 
Labor productivity, market-power inflation, 

351 
Labor shortages, 353 
Latane, H. A., 228 n 
Latin America’s exchange controls, 444 
Law of diminishing returns, 173, 401-2 
Less developed countries’ exchange con¬ 

trols, 444 
Lewis, Wilfred, Jr., 136 n 
Life cycle hypothesis, 107-8, 318 
Linear relationship, 11 n 
Lipsey, Richard G., 354, 356 
Liquid assets, 111-12 
Liquidity preference 

changes in, 242-43 
interest elasticity of, 244 

Liquidity preference schedules, 231 
feedback from income to, 237 

Liquidity trap, 226, 246, 258 n, 260, 335 
unemployment cause, 333—34 

Living standard 
measurement of, 2 
trend in United States, 2 

Long-run adequacy of investment demand, 
191-93 

Lump-sum tax, 120 
Lutz, F. A., 215 n, 283 n 

M 

McGouldrick, P. F., 320 n 
Machlup, Fritz, 458 n, 497 n 
Macroeconomic equilibrium, 236-50; see 

also Equilibrium 
Macroeconomics 

controversy over aspects of, 6 
defined, 3 
development of, 4-6 
microeconomics distinguished, 3 
microeconomics in relation to, 3-4 
reformulation of theory of, 5 

Maisel, S. J., 307 n 

Malaysia as Sterling Area member, 450 n 

Malkiel, B. G., 283 n 
Manufacturing index, 89 

! 
i 

V 
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Marginal efficiency of investment, 161-72; 
see also Investment 

Marginal productivity of capital, 173-74 
diminishing, 401—2 

Marginal propensity to consume, 99, 
102-5, 125-26 

multiplier to indicate income change, 
146 

short-run versus long-run, 104 
transitory income, 109 

Marginal propensity to import, 459 
Market-power inflation, 342, 350 

administered prices, effect of, 364 
aggregate demand and, 365-68 
autonomous increase in raw material 

prices, 364 
collective bargaining process, 364 
collective bargaining role, 352—53 
demand-pull inflation versus, 368-71 
economic expansion, period of, 364-65 
escalator clauses, 364 
excess demand for labor, 353-57 
factors causing, 364-65 
labor productivity, 351 
long-run relationship with unemploy¬ 

ment, 362—63 
money wages and unemployment, rela¬ 

tionship between, 351-57, 358-63 
structural imbalance between supply and 

demand, 353 
wage-price spiral, 357-58 
wage rates, rise in, 350-51 

Market prices, 35 
Market segmentation, 288 
Marketable debts, 280—81 
Marshall, Alfred, 161 n 
Marshallian short-run analysis of price 

theory, 161 n 
Maturity of debt, 280 

structure of interest rate, 282—83 
Meade, James E., 482 n, 509 n, 511 n 

Medicare program, 43 

Meigs, A. J., 299 n 
Meiselman, David, 291 n 

Metzler, Lloyd A., 139 n, 157 n, 446 n, 
458 n, 487 n 

Microeconomics 
defined, 3 
macroeconomics distinguished, 3 
macroeconomics in relation to, 3-4 

Military expenditures, 2, 453-54 

Military grants, 50 

Mining index, 89 

Mints, L. W., 215 n 

Mix of monetary and fiscal policy, alter¬ 
ing of, 500-509 

Model-building approach, 7 

Model construction principles, 8-11 

Models; see also specific type 
accelerator multiplier, 178-82 
aggregative accelerator multiplier, 

178-82 
capital accumulation and economic 

growth, 391-400 
defined, 7 
demand-pull inflation, 343-46 
financial sector of economy, 295—300 
income determination 

complete, 126-32 
simplified, 117-26 

monetary sector, 251-79 
money supply determination, 309-16 
output lag in circular flow of income, 

139-41 
price level measured by, 7 
reason for extensive use of, 7 
stock adjustment, 182-89 
supply and demand analysis, 8-11 

Modigliani, Franco, 104 n, 106 n, 107 n, 
206 n, 291 n, 292 n, 316 n 

Monetarist position, 26l 
Monetary feedback, 258-61, 312, 321 
Monetary policy 

accelerator principle, 321 
altering mix of fiscal and, 500-509 
central bank management of, 4-5 
credit availability effects, 319-20 
easing of, 431 
economy affected by, 6 
impacts of, 316-20 
initial impacts of, 316-20 
investment, effect on, 204 
monetary feedback, 321 
multiplier, operation of, 321 
portfolio adjustments, 317-18 
restrictions imposed by IS-LM model, 

316 
restrictive, 319-20, 477 
secondary effects, 321 
stock-adjustment process, 318 
tertiary effects, 321 
tightening of, 507 n 
time lags, 321 
unemployment, weapon against, 5 
wealth effects, 318—19 

Monetary sector 
dynamic analysis, 267-79 
government purchases, increase in, 

263-65 
money stock, increase in, 265—67 
multipliers to indicate changes, 255—57 
numerical illustration of, 261-67 
stability conditions, 272—79 
static linear model of, 251-61 

Monetary sovereignty, elimination of, 499 

Monetary system, international; see Inter¬ 
national monetary system 
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Money 
advantages over other assets, 220, 222 
defined, 232 n 
demand for; see Demand for money 
disadvantages of, 222 

Money illusion, 100 
Money market, graphical presentation of 

equilibrium of, 247-50 
Money stock, increase in, effect of, 265—67 
Money supply 

changes in, 241, 243 
effects of, 244-46 

defined, 298 
determination of, 295—309 
endogenous variable, 295, 306-7, 310 
expanded model for determination of, 

309-16 
government purchases, increase in, 

314-16 
interest elasticity, degree of, 307-9 
model for determination of, 295-300, 

306-9 
analysis of, 300-302 
numerical illustration, 302—5 

open-market operations as affecting 
interest rates, 307 

Monopolistic firm, marginal revenue of, 
325 n 

Monopoly markets, supply and demand 
model use in, 11 

Monopsonistic firm, marginal revenue of, 
326 n 

Mortgage interest rates, 294, 320 
Mueller, M. G., 414 n 

Multiplier for income change, 117-20; 
see also Income determination 

short-run dynamics, 138-58 

Mundell, R. A., 503 n 

N 

Napierian system of logarithms, 407 

National income, 25; see also Gross 
national product 

accounting framework, 25 
accounts of, 55 
capital gains and losses, 56 
compensation of employees, 30—31 
corporate profits, 30-31 
defined, 30, 35, 42, 63 
equation for, 63 
estimates of, 35, 41 

statistical discrepancy in, 35-36, 63 
exchange rates, effects, 487-89 
gross national product in relation to, 

31-36 
imputations, 57-59, 64—65 
interest payments, exclusion of, 43—44 
international trade in relation to, 458- 

60 

National income—Cont. 
inventory valuation adjustment; see 

Inventories 
net interest, 31 
official compilation of, 25 n 
personal income, adjustments for, 42-47 
private pension and welfare funds, 27 
proprietors’ income, 30—31 
quarterly estimates of, 60-61 
rental income of persons, 30—31 
seasonal adjustments in, 60-61 
special problems, 56-60, 65 
statistical discrepancy, 35-36, 63 
three basic approaches to, 26, 36 
trade balance in relation to, 466-67 
types of, 30-31 
valuations of, 62 
views of, 26, 36 

National income accounts budget, 49-50 
National product; see Gross national prod¬ 

uct; National income; and Net 
national product 

Natural rate of growth, 398-99 
Natural rate of unemployment, 362 
Nelson, R. R., 432 n, 437 n 
Neoclassical economics, 5 
Neo-Keynesian analysis, 6 
Net claims effect, 330-34, 348 
Net interest, 31 
Net investment, 159-60 
Net national product, 32, 62 

defined, 63, 374 
economic growth measured by, 374 

New Zealand as Sterling Area member, 
450 n 

NIA budget, 49-50 
Nigeria as Sterling Area member, 450 n 
Noninflationary wage and price behavior, 

guideposts for, 368 n 
Nonmarketable debts, 281 
Nonmilitary grants, 50 
Nonprofit institutions, gross national 

product of, 27 
Nonreserve currency countries, 456-57, 

476 
Northrup, H. R., 326 n 

O 

Obsolescence, 32 
Okun, Arthur M., 292 n, 383-86 
Okun equation, 383-88 
On-the-job training, 437 

Open inflation, 338-39 

Open-market operations, 302—3 
defensive, 297 
dynamic, 297 
interest rate as affected by, 307 

Open-market securities, interest rate 
structure of, 294 
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Order of magnitude, 10 
Oscillations in price and quantity, 16 
Output lag in circular flow of income, 

138-41, 151 
Overfull employment, 480 
Overshooting of price and quantity, 15-16 
Owner-occupancy of houses, 58 

P 

Pakistan as Sterling Area member, 450 n 
Patinkin, Don, 249 n 
Peck, M. J., 437 n 
Pension and welfare funds, private 

contributions to, 43 n 
gross national product, 27 

Permanent income, 232 n 
Permanent income hypothesis, 108-10 
Perry, George L., 358, 360, 367 n 
Personal consumption expenditures, 26- 

28, 47; see also Consumer expendi¬ 
tures 

economic performance measure, 374 
magnitude of, 98 

Personal distribution of income, 112 
Personal income 

defined, 42, 63-64 
derivation of, 42, 45-46 
disposable, 47-48; see also Disposable 

personal income 
elements of, 42-47 
Great Depression of 1930’s, 46 
monthly estimate of, 46 
shortcomings of use as income measure, 

46 
Personal saving, 52-53 

computation of, 48 
peculiarity of, 48 

Personal taxes, 31, 33, 127-28 
Personal transfer payments, 47, 128 
Peso, 443 
Petersen, J. E., 320 n 

Phelps, E. S., 358 n, 362 n, 438 n 

Phillips, A. W., 352 

Phillips curve, 352-53, 356 
controversial issues relating to, 361—63 
modified, 366-68, 371, 381, 430, 480 
empirical evidence on, 358-61 
long-run, 362-63 

Pigou, A. G, 331 

Pigou effect, 331 

Plum, L. V., 210 n, 212 n 

Policy mix approach, 500-509 

Pontecorvo, Giulio, 295 n 

Population growth 
investment factor, 191 
reduction in Great Depression of 1930’s, 

375 n 

Population survey, 66-70 

Portfolio adjustments, 317—18 
Post-World War II period 

exchange controls, 444 
inflation problems, 338 
recessions in, 1, 102, 202 
upsurge in consumer spending, 112 

Potential output of economy, 383—86 
projecting future growth of, 387—88 

Pound sterling, 443 
Powelson, John P., 25 n 

Precautionary motive for holding money, 
220-22 

Price 
oscillations in, 16 
overshooting of, 15-16 
time path of, 15 

Price controls, removal of, 1 

Price expectations, 110—11 

Price fluctuations 
effects of, 330-33 
international trade, effects on, 470-72 

Price indexes; see also Index number or 
specific type of index 

consumer, 80-81 
leading types and figures, table, 86 
upward bias of, 85-88, 377 
use made of, 82 
wholesale, 81 

Price level 
measurement of, 7 
model as means of measure of, 7 
rise in, 1 

Price level changes, measurement of, 71- 
88; see also Index number 

Principal value of bond, 210 

Production equilibrium, 93 
Production function 

aggregate, 402-13 
Cobb-Douglas, 404-6 

technological change, 406-13 
diminishing returns or marginal produc¬ 

tivity, 401-2 
economic growth measured by, 401—2 
returns to scale, 402 
technological change, 406-13 

Productive capacity of economy, 383-86 
growth of; see Economic growth 
investment as source of, 160-61 
wartime destruction of, 474 

Profit and loss statement, 36-37 

Progressive tax, 124 n, 140 n, 366 

Property taxes, 127 

Proportional stabilizers, 337 n 

Proportional tax, 124 n, 140 n 

Proprietors’ income, 30-31 
Prosperity, 490 

Inflation, effect of, 341 
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Q 
Quantity 

oscillations in, 16 
overshooting of, 15-16 
time path of, 15 

Quantity theory of money, 261 
Quarterly estimates of national income, 

60-61 

R 

Rasche, R. H., 206 n, 316 n 
Raw material prices, autonomous increase 

in, 364 
Real balance effect, 331 
Recessions, 1, 102 

functioning of economy during, 158 
income determination, 137 
post-World War II, 202; see also Post- 

World War II period 
resistance to, 137 n 

Redeemable debts, 281 
Regression line, 18 
Regressive interest rate expectations, 289 
Regressive tax, 124 n, 140 n 
Relative income hypothesis, 103-7 
Rental income, 30-31, 58 
Replacement expenditures, 28 
Research, 436 
Reserve currency, 450 
Reserves 

inadequate growth of, 495-96 
increasing supply of, 496-98 

Rest-of-the-world sector as gross national 
product unit, 29-30 

Restrictive monetary policy, 319-20 
Returns defined, 166 
Returns to scale, 402 
Risk of default, 281 
Ritter, L. S., 509 n 
Robinson, Romney, 458 n 
Ruggles, Nancy D., 88 n 
Ruggles, Richard, 88 n 
Rupee, 443 

S 

Sales taxes, 33 
Samuelson, P. A., 178 n, 352 n 
Saving, 52 

actual, 93, 95, 147-52 
equality with investment, 147-52 
ex ante, 93, 95, 147-52 
ex post, 93, 95, 147-52 
gross, in relation to gross investment, 

160 
investment in relation to, 52-54 
motivation of, 111 
planned, 93, 95, 147—52 

Saving concepts, 93-94 
Scbelling, T. C., .399 n 

Schultze, C. L., 365 n 
Scott, I. O., Jr., 238 n 
Seasonal index, 60-61 
Secular inflation, 193 
Self-perpetuating values, 14 
Shapiro, H. T., 206 n, 316 n 
Shavell, Henry, 205 n 
Shay, R. P., 295 n 
Sheehan, John, 368 n 
Shilling, 443 
Shoulder phenomenon, 290 
Single market supply and demand, 95 
Slichter, Sumner H., 341 n 
Sliding parity of exchange, 512 
Smith, W. C., 318 n, 319 n, 322 n 
Smith, Warren L., 21 n, 145 n, 232 n, 

293 n, 295 n, 298 n, 299 n, 325 n, 
352 n, 361 n, 362 n, 377 n, 383 n, 
432 n, 487 n, 499 n, 503 n, 511 n 

Smithies, Arthur, 343 n 
Social accounting, 25 
Social insurance contributions, 33, 43, 127 
Solow, R. M., 205 n, 352 n, 384 n, 404 n, 

414, 416 n, 417-22 
South Africa as Sterling Area member, 

450 n 
South Seas as Sterling Area member, 450 n 
Soviet Union, economic growth of, 2, 373 
Special drawing rights plan (SDR), 497- 

98 
Speculative motive for holding money, 

222-28 
Speed of the multiplier, 144—47 
Stabilization of exchange rates, 446-48 
Stabilization policy, 389 
Stagnation thesis, 192 
Stagnationists, 192 
Statement of sources and allocations, 38-39 
Static analysis, 9 
Static interdependent model, 238 
Static model, 8-11 
Static multiplier, 145-46 
Statistical discrepancy, 35-36, 63 
Stein, Herbert, 433 n 
Steindl, Joseph, 192 n 
Sterling, reserves in, 450 

Sterling Area members, 450 n 

Stern, R. M., 500 n, 509 n 

Stigler, George J., 85 n 

Stigler Report, 85 n, 88 n 

Stock of capital, investment in relation to, 
173-75 

Stock adjustment model, 182-89 

Stock adjustment process, 318 

Straight-line depreciation, 32 n 

Subsidies, 34 

Suits, D. B., 110 n, 157 n 

Supply and demand analysis, 8—11 
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Supply-of-funds schedule, 197—201 
investment demand, interaction with, 

201-2 
Suppressed inflation, 339 
Sutch, Richard, 291 n 

T 
Tax-exempt bonds, interest rate structure 

of, 293-94 
Taxes; see also specific type 

automatic fiscal stabilizers, 134-37 
collections dependent on level of 

income, 123-26 
debt instruments affected by, 281 
deduction of, 31, 33 
income determination upon changes in, 

121-22 
indirect business, 33 
reduction in, 121—22 
unincorporated business profits, 48 

Taylor, Lester D., 384 n, 386 n, 422 
Technological change 

capital-saving, 407 
disembodied, 407, 414-18, 422-23 
embodied, 407, 418-23 
investment versus, source of economic 

growth, 413-23 
labor-saving, 407 
neutral, 407 
preferred equation of Thurow and Tay¬ 

lor, 422-23 
production function affected by, 406-13 
Solow’s model, 414—22 

Technological progress as investment 
factor, 191 

Teigen, Ronald L., 21 n, 145 n, 232 n, 
298 n, 299 n, 318 n, 319 n, 322 n, 
325 n, 352 n, 362 n, 383 n, 499 n, 
503 n, 511 n 

Terborgh, G. W., 192 n 
Theoretical versus econometric models, 

17-20 
Thurow, Lester C., 374 n, 386 n, 422 
Time path of price and quantity, 15 
Tobin, James, 219 n, 223 n, 316 n, 335 n, 

433 n 
Trade balance, national income in relation 

to, 466-67 
Trade controls, 482 
Transactions demand, 238 

increase in, 366 
Transactions motive for holding money, 

215-20 
Transfer payments, 50 

automatic fiscal stabilizers, 134-37 
dependence on level of income, 123-26 
income determination, 122 

Transitory income, 109 
Treasury bills, 291-93 

Treasury bonds, 291—93 
Troy ounce, 443 
Truncated multiplier, 144—46 
Tying of foreign aid, 492 

U 

Ultra-Keynesian position, 261 
Underemployment equilibrium, 335 
Unemployed persons defined, 67 
Unemployment 

chronic, causes of, 333—35 
decline in rate of, 2 

effect of, 385-86 
establishment survey by industry as 

measure of, 70 
estimates, 68-69 
fiscal policy to combat, 5 
frictional, 370 
government action to combat, 5 
Great Depression of 1930’s, 1, 5, 68 
household survey as measure of, 66-70 
insured, 70 
labor force affected by changes in, 385 ri 
liquidity trap as cause, 333-35 
monetary policy to combat, 5 
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